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Pre-requisites: Mathematics courses of first year of study.

Course Objectives: To learn
e The theory of Probability, and probability distributions of single and multiple random variables
e The sampling theory and testing of hypothesis and making inferences
e Stochastic process and Markov chains.

Course Outcomes: After learning the contents of this paper the student must be able to
e Apply the concepts of probability and distributions to some case studies
e Correlate the material of one unit to the material in other units
e Resolve the potential misconceptions and hazards in each topic of study.

UNIT -1

Probability: Sample Space, Events, Counting Sample Points, Probability of an Event, Additive Rules,
Conditional Probability, Independence, and the Product Rule, Bayes’ Rule.

Random Variables and Probability Distributions: Concept of a Random Variable, Discrete
Probability Distributions, Continuous Probability Distributions, Statistical Independence.

UNIT -1l

Mathematical Expectation: Mean of a Random Variable, Variance and Covariance of Random
Variables, Means and Variances of Linear Combinations of Random Variables, Chebyshev’s Theorem.
Discrete Probability Distributions: Introduction and Motivation, Binomial, Distribution, Geometric
Distributions and Poisson distribution.

UNIT -1ll

Continuous Probability Distributions : Continuous Uniform Distribution, Normal Distribution, Areas
under the Normal Curve, Applications of the Normal Distribution, Normal Approximation to the Binomial,
Gamma and Exponential Distributions.

Fundamental Sampling Distributions: Random Sampling, Some Important Statistics, Sampling
Distributions, Sampling Distribution of Means and the Central Limit Theorem, Sampling Distribution of
S2, t —Distribution, F-Distribution.

UNIT - IV

Estimation & Tests of Hypotheses: Introduction, Statistical Inference, Classical Methods of
Estimation.: Estimating the Mean, Standard Error of a Point Estimate, Prediction Intervals, Tolerance
Limits, Estimating the Variance, Estimating a Proportion for single mean , Difference between Two
Means, between Two Proportions for Two Samples and Maximum Likelihood Estimation.

Statistical Hypotheses: General Concepts, Testing a Statistical Hypothesis, Tests Concerning a
Single Mean, Tests on Two Means, Test on a Single Proportion, Two Samples: Tests on Two
Proportions.

UNIT -V

Stochastic Processes and Markov Chains: Introduction to Stochastic processes- Markov process.
Transition Probability, Transition Probability Matrix, First order and Higher order Markov process, n-
step transition probabilities, Markov chain, Steady state condition, Markov analysis.
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UNIT-I

PROBABILITY AND RANDOM VARIABLES
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Probability

Trial and Event: Consider an experiment, which though repeated under essential and identical
conditions, does not give a unique result but may result in any one of the several possible
outcomes. The experiment is known as Trial and the outcome is called Event

E.g. (1) Throwing a dice experiment getting the no’s 1,2,3,4,5,6 (event)

(2) Tossing a coin experiment and getting head or tail (event)

Exhaustive Events:
The total no. of possible outcomes in any trial is called exhaustive
event. E.g.: (1) In tossing of a coin experiment there are two

exhaustive events.

(2) In throwing an n-dice experiment, there are 6" exhaustive events.

Favorable event:

The no of cases favorable to an event in a trial is the no of outcomes which entities the
happening of the event.

E.g. (1) In tossing a coin, there is one and only one favorable case to get either head or tail.

Mutually exclusive Event: If two or more of them cannot happen simultaneously in the same
trial then the event are called mutually exclusive event.

E.g. In throwing a dice experiment, the events 1,2,3, 6 are M.E. events

Equally likely Events: Outcomes of events are said to be equally likely if there is no reason for
one to be preferred over other. E.qg. tossing a coin. Chance of getting 1,2,3,4,5,6 is equally likely.
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Independent Event:

Several events are said to be independent if the happening or the non-happening of the
event is not affected by the concerning of the occurrence of any one of the remaining
events.

An event that always happen is called Certain event,_it is denoted by
‘S’. An event that never happens is called Impossible event, it is

denoted by ‘[1°.

Eg: In tossing a coin and throwing a die, getting head or tail is independent of getting no’s 1 or 2
or3or4or5orb6.

Definition: probability (Mathematical Definition)

If a trial results in n-exhaustive mutually exclusive, and equally likely cases and m of them are
favorable to the happening of an event E then the probability of an event E is denoted by P(E)
and is defined as

P(E)= MO of favourable cases to event _m

Total noof exaustivecases n

Sample Space:

The set of all possible outcomes of a random experiment is called Sample Space .The elements
of this set are called sample points. Sample Space is denoted by S.

Eg. (1) In throwing two dies experiment, Sample S contains 36 Sample
points. S ={(1,1) ,(1,2) ,---------- (1,6), -------- (6,1),(6,2), (6,6)}
Eg. (2) In tossing two coins experiment, S ={HH ,HT,TH,TT}

A sample space is called discrete if it contains only finitely or infinitely many points which can
be arranged into a simple sequence wi,w-,... while a sample space containing non
denumerable no. of
points is called a continuous sample space.

Statistical or Empirical Probability:
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If a trial is repeated a no. of times under essential homogenous and identical conditions, then
the limiting value of the ratio of the no. of times the event happens to the total no. of trials, as
the number of trials become indefinitely large, is called the probability of happening of the event.(
It is assumed the limit is finite and unique)
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Symbolically, if in ‘n’ trials and e\'/%nts E happens ‘m’ times , then the probability ‘p’ of the happening
lim

of Eisgiven by p = P(E) —

B nCCon

An event E is called elementary event if it consists only one
element. An event, which is not elementary, is called compound

event.

Conditional Probability:

TheconditionalprobabilityofaneventBistheprobabilitythattheeventwilloccur giventhe knowledgethatanevent
Ahasalready occurred. This probability is written P(BJA), notation for the probability of B given A. In the case
where

eventsAandBareindependent(whereeventAhasnoeffectonthe probability ofeventB), the conditionalprobability of
eventBgiveneventAissimplytheprobability ofeventB, thatisP(B).

If events A and B are not independent, then the probability of the intersection of A and B (the probability
that both events occur) is defined by
P(A and B) = P(A)P(B|A).

From this definition, the conditional probability P(B|A) is easily obtained by dividing by P(A):

FPrd d B
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Baye’s Theorem

We are quite familiar with probability and its calculation. From one known probability we can go on calculating
others. But can we use all the prior information to calculate or to measure the chance of some events
happened in past? This is the posterior probability. Bayes theorem calculates the posterior probability of a
new event using a prior probability of some events.

Prior Probability .| New . | UseofBayes’ _ | Posterior

E— _—

Infarmation “ 1 Theorem " | Probability

Baye’s theorem, sometimes, also calculates the probability of some future events.



Theorem

If E1, E2, E3, ..., En are mutually disjoint events with P(Ej) # 0, (i= 1, 2, ..., n), then for any arbitrary event A
which is a subset of the union of events E; such that P(A) > 0, we have

P(Ei| A) = [P(E).P(A | Ei)] = [2i P(Ei).P(A | Ei)] = [P(Ei).P(A | E)] + P(A), E1, E2, E3, ...,
En represents the partition of the sample space S

Proof

A is a subset of the union of Ej, i.e., A cUEij, we have, A = A N (UEj) = U(A N Ej). Also, (AN
Ei) subset Ej, (i=1, 2, ..., n) are mutually disjoint events as Ej’'s are mutually disjoint. So, P(A) = P[U(A

NE)] =>iP(ANEi)=2iPE). P(A|E).

Also, P(A N Ej) = P(A). P(Ei|A)

or, P(Ei| A) = P(A N Ej)/P(A) = [P(Ei). P(A | Ei)] + [Xi P(Ei). P(A | E)].

problems

1. Let us consider the situation where a child has three bags offruits in which Bag 1 has 5 apples and 3
oranges, Bag 2 has 3 apples and 6 oranges and Bag 3 has 2 apples and 3 oranges. One fruit is drawn at
random from one of the bags. It was an apple. Let us calculate the probability that the chosen fruit was apple
and was drawn from Bag 3.

Here, we can calculate the probability of selecting the bags, P(E1) = P(E2) = P(E3) = 1/3. The probability of
drawing out of apple from Bag 1, P(A | E1) = 58, from Bag 2, P(A|E2) = 30 = 13, from Bag 3, P(A | E3)=25A.

We have to calculate the probability of drawing a fruit given that we have chosen the Bag 3. The probability
of drawing a fruit from Bag 3 given that the chosen fruit is an apple is P(E3|A). The Baye’s formula helps us to
calculate the probability, which is

P(Es| A) = [P(E3). P(A | E3)] + [P(E1)xP(A |E1) + P(E2)xP(A | E2) + P(E3)XP(A|E3)]

SP(E3| A) 0= 13 x 25 = [(13 x 58) + (13 x 30) + (13 x 25)] = (2/15) + (163/360) = 48/163.



2. One box is chosen at random and three balls are drawn from it. They all are of
different colors. What is the probability that they come from boxes I, 11 or 111?

Solution: Let A be the event of drawing three balls. E1, E2, E3 represent the events of
selecting Box I, 1l and IlI respectively.

P(E1) = P(E2) = P(E3) = 143.

The probability of drawing three balls given that the Box | is
selected, P(A[E1) = (AC1 x 2C1 x 3C1) + 6C3 = 3/10.

PAIE2) = (1 x 1 x

2) + “Cz = %

P(AIE3) = (b x 4 x

1) +10C3=16.

And P(E1)xP(A |E1) + P(E2)XP(A | E2) + P(E3)xP(A | E3) = 2990.

We can calculate the probabilities by using Baye’s theorem. So, the required probability,

P(E1] A) =[P(E1]| A). P(A ]| E1)] + [P(E1)xP(A |E1) + P(E2)xP(A | E2) + P(E3)xP(A|E3)] = (1110) +

(2990) = 929.

P(E2|A)=[P(E2|A). P(A| E2)] + [P(E1)xP(A |E1) + P(E2)XP(A | E2) + P(E3)xP(A |E3)] = (16) +

(2990) = 15/29.

P(E3|A)=1-[P(E1|A) + P(E2| A)] = 1 - [(929) +(1529)] = 1 - 2429 = 529.

Random Variable

A Random Variable X is a real valued function from sample space S to a real number R.

(or)

A Random Variable X is a real number which is determined by the outcomes of the random

experiment.
Eg:1.Tosssing 2 coins simultaneously
Sample space ={HH,HT,TH,TT}

Let the random variable be getting number of heads then
X(S)={0,1,2}.

2.Sum of the two numbers on throwing 2 dice
X(S)={2,3,4,5,6,7,8,9,10,11,12}.

Types of Random Variables:



1.Discrete Random Variables : A Random Variable X is said to be discrete if it takes only
the values of the set {0,1,2.....n}.

Eg:1.Tosssing a coin, throwing a dice,number of defective items in a bag.

2.Continuous Random Variables: A Random Variable X which takes all possible values
in a given interval of domain.

Eg: Heights, weights of students in a class.
Discrete Probability Distribution:

Let x is a Discrete Random Variable with possible outcomes x, x;, x5 .... x,, having
probabilities p(x,)for i =12 ..n If p(x,) = 0 and X, p(x,) = 1 then the function p(x;)
is called Probability mass function of a random variable X and { x;,p(x,)} feri=12..n
is called Discrete Probability Distribution.

Eg:Tosssing 2 coins simultaneously
Sample space ={HH,HT, TH,TT}
Let the random variable be getting number of heads then

X(S)={0,1,2}.

1

Probability of getting no heads = —, Probability of getting 1 head = 3 Probability of getting 2

4]

1
heads = 3

- Discrete Probability Distribution is

x; 0 1 2

p(x;)

e | =

Cummulative Distribution function is given by F(x) = p[X = x] = i, p(x;).

Properties of Cummulative Distribution function:

1.Pla< x<b] = F(b) —F(a) —P[X = b]

2.Pla<x<b]= F(b)—F(a)—P[X = a]

3.Pla<x=<b] = F(b)—F(a)

4. Pla<x<b]l = F(b)—F(a)—P[X=b]+P[X = a]

Mean: The mean of the discrete Probability Distribution is defined as
5n

H= _ﬁ% = Xz x,p(x,) since Zizy p(x) = 1
(=1 F

Expectation: : The Expectation of the discrete Probability Distribution is defined as



E(X) = iz, x,p(x,)

In general, E(g(x)) = Zi-y g(x,)p(x,)

Properties:
DEX) =
2) E(X) = k E(X)

3)E(X+k) = E(X) + k
4))E(aX +b) = aE(X) + b

Variance: The variance of the discrete Probability Distribution is defined as
Var(X) = V(X) = E[X — E(X)]*
- V(X) =E[X]* — [E(X)]?

2

:inzp[_.lu'

Properties:

1) V(c) = 0 where c is a constant

2) V(kX) = k% V(X)

V(X + k)= V(X)

4) V(aX + b) = a’ V(X)

PROBLEMS

1.If 3 cars are selected randomly from 6 cars having 2 defective cars.
a)Find the Probability distribution of defective cars.

b)Find the Expected number of defective cars.

Sol: Number of ways to select 3 cars from 6 cars =6,_

Let random variable X(S) = Number of defective cars = {0,1,2}

ih . 4. 2 1
Probability of non defective cars = ——= = -

rz 5

Probability of one defective cars = 4—';‘—"- =2

Cg =

. 4, 2
Probability of two defective cars = —';-—"1 :%
Lz

Clearly , p(x;) = 0 and Xy p(x;) = 1

Probability distribution of defective cars is



x; 0 1 |2

p(x;)

3 1
5 |5

1
5

Expected number of defective cars = 2=, x;p(x,) =0 G) +1 G) +2 G} =1

2.Let X be a random variable of sum of two numbers in throwing two fair dice.Find the

probability distribution of X,mean,variance.

Sol:Sample space of throwing two dices =S ={(1,1),(1,2),(1,3),(1,4),(1,5),(1,6)
(2,1),(2,2),(2,3),(2,4),(2,5),(2,6)
(3,1),(3,2),(3,3),(3,4),(3,5),(3,6)
(4,1),(4,2),(4,3),(4,4),(4,5),(4,6)
(5,1),(5,2),(5,3),(5,4),(5,5),(5,6)
(6,1).(6,2),(6,3),(6.4).(6,5).(6,6)}

=~ n(5) = 36.

Let X = Sum of two numbers in throwing two dice ={2,3,4,5,6,7,8,9,10,11,12}

X Favourable cases No of Favourable p(x)
cases
2 (11) 1 1
36
2
3 (2,1),)(1,2) 2 BE
3
4 (3.1),(2.2),(1.3) 3 36
4
5 (4,1),(3,2),(2,3),(1,4) 4 36
5
36
6 (5,1),(4,2),(3,3),(2,4),(1,5) 5 6
36
7 (6,1),(5,2),(4,3),(3,4),(2,5),(1,6) | 6 2
36
8 (6,2),(5,3),(4,4),(3,5),(2,6) 5 %
3
9 (6,3),(5,4),(4,5),(3,6) 4 36




2
10 (6,4),(5.5),(4,6) 3 36
1
36
11 (6.5).(5.6) 2
12 (6.6) 1

Clearly , p(x;) > 0 and Xy p(x,) = 1

Probability distribution is given by
i |2 |3 |4 |5 |6 |7 |8 [9 101112

X

p(x)| 1 |2 |3 |4 |5 |6 |5 |4 |3 |21

Mean = u = Z::lxgp(xe]
~2(5¢) +2(60)* (5e) 76e) <(a0)+7(3) 2 5e) 2 o)
i 10(336)+ 11( )+ 12(_j
=T7.

Variance = V(X)= inzp[ — u?

2(2)+9(2)+16(2) +25(2) +36(2) +49(2) +e4(2) +
81(=) +100(2)+121(2)+144(2)— 49

~ Variance = 5.83

3. .Let X be a random variable of maximum of two numbers in throwing two fair dice
simultaneously.Find the

a)probability distribution of X b)mean c)variance d)P(1<x<4) e)P(2= x = 4).

Sol: Sample space of throwing two dices =S ={(1,1),(1,2),(1,3),(1,4),(1,5),(1,6)
(2,1),(2,2),(2,3),(2,4),(2,5),(2,6)
(3,1),(3,2),(3,3),(3,4),(3,5),(3,6)



~ n(S) = 36.

(4,1),(4,2),(4,3).(4,4),(4,5),(4,6)
(5,1),(5,2),(5,3),(5,4),(5.,5),(5,6)
(6,1),(6,2),(6,3).(6,4).(6,5).,(6,6)}

Let X = Maximum of two numbers in throwing two dice ={1,2,3,4,5,6,}

Favourable cases No of p(x)
X Favourable
cases
1 @Y 1 1
36
3
2 (2,1),)(1,2),(2,2) 3 36
5
3 (3,1),(1,3),(2,3)(3,3),(3,2) 5 36
7
4 (1,4),(4,1),(4,2),(2,4)(4,3),(3,4),(4,4) 7 36
9
36
5 (1,5),(5,1),(2,5),(5,2)(3,5),(5,3),(5,4),(4,5),(5,5) 9 11
36
6 (1,6)(6,1),(6,2),(2,6),(6,3),(3,6),(4,6),(6,4),(6,5)(5,6),(6,6) | 11
Clearly , p(x,) = 0 and 27 p(x,) = 1
Probability distribution is given by
x; 1 3 |4 6
p(x,) 3|57 [9 11
36|36 |36 |36 36|36
n 1 3 5 7 9 11
Mean=p= xp(x)=1(35)+2(55) +3(55) + +(55) + 5(55) + 6 (55)

=4.47.




Variance = V(X)= le-zfp[ — u?

-1(59)+ 45+ 2(Ge) + 10 (Ge) + 25(58) + 3¢(52)

~ Variance = 1.99,

4.A random variable X has the following probability function

X; 3(-2 |-1]0 (1 |2 |3

p(x) |k |01k [02]|2k]|04]2k

Find k,mean,variance.

Sol: We know that X7, p(x;) = 1
i.e k+0.1+k+0.2+2k+0.4+2k = 1
i.e6k+0.7=1 -~ k=0.05

Mean=pu= lexip[xi] =k(—3)+ 0.1(—2)+ k(—1) + 2k(1) + 2(0.4) + 3(2k)

=0.8.

Variance = V(X)= le-zpl. — u?
=k(—3)2+013(=2) + k(—1)% + 2k(1) + 4(0.4) + 9(2k)

~ Variance = 2.86.

Continuous Probability distribution:

Let X be a continuous random variable taking values on the interval (a,b). A function f(x) is
said to be the Probability density function of x if

i) f(x) >0V x€E(ab)
ii) Total area under the probability curve is 1 i. e, _lf flx)dx = 1.
i) For two distinct numbers ‘c’ and ‘d’ in (@, b) is given by

P(c < x < d) = Area under the probability curve between ordinates x =

candx = d

ie [7 f(x)dx.
Note: Plc<=x =d)=Plc=x=d)=Plc=x<d)=P(c<x<=d)
Cummulative distribution function of f(x) is given by

[%, f)dx e, f(x) =ZF(x)



Mean: The mean of the continuous Probability Distribution is defined as

= J. x flac)dx.

Expectation: : The Expectation of the continuous Probability Distribution is defined as
EX) = [, x f(x)dx.

In general, E(g(x)) = [* g(x) f(x)dx.

Properties:
DEX) =n
2)E(X) = kE(X)

EX+k) = E(X) + k

4))E(aX +b) = aE(X) + b

Variance: The variance of the Continuous Probability Distribution is defined as
Var(x) = V(X) = [* x* f(x)dx — p°.

Properties:

1) V(c) = 0 where ¢ is a constant
2) V(kX) = k?V(X)

V(X +k)= V(X)

4) V(aX + b) = a® V(X)

Mean Deviation: Mean deviation of continuous probability distribution function is
defined as

| Z|x — ul FG)dx

Median: Median is the point which divides the entire distribution in to two equal parts. In
case of continuous distribution,median is the point which divides the total area in to two equal
partsie, [ f(x)dx = [ f(x)dx = ¥ x € (a,b).

Mode: Mode is the value of x for which f(x) is maximum.
i.e f(x)=0andf (x) < 0 forx € (a,b)

PROBLEMS



1.1f the probability density function f(x) = 1:!? — o << x < w, Find the value of ‘k’

and probability distribution function of f(x).

Sol: Since total area under the probability curveis 1 i.e, f: flx)dx = 1.

= k
f dx = 1.
1+ x?

2k(tan™? x]:;: =1

2k(tan"'o0 —tan™10) =1

Cummulative distribution function of f(x) is given by

® = k 1 x 1\ I
J_Ef(x]dx = J_E 112 dx = ;(tan_lx] - = ; [E—F [:TEIn_l xj]

2. If the probability density function f(x) = ce™® — o <x <.
Find the value of ‘c’,mean and variance.

Sol: Since total area under the probability curve is 1 i. e, f: flx)dx=1.

J- ce ' dx=1

=0

&
EJ- ce Tdxr=1
]
e o
2c (_—1:]521

ls — =
2

Mean=p = _Ir_j:x flx)dx = %_Ir_j;xe_l‘”l dx = 0 since xe ' is an odd function.

variance = V(X)

- f X2 F(Ddx — i

1 o0

=_J- xze—l.d dx
2 —-x

1 ol

:EJ. 2vle™® dy = [xz(—e"‘]—zx[e"‘j+2(—e‘*”j]:; =7
o



Sinx

3. If the probability density function f(x) = { 2 ifo<x=mw
0 otherwise

Find mean,median,mode and P(0 < x < E].

Finx

Sol: Mean=p = [ x f(x)dx == [T 22

dx = %[—xcasx +sinx] § = z.
Let M be the Median then

J;Mf(:cjdx - J:f(x]dx = lvre(wnw)

M sinx T sinx 1
dx = dx=—Vx € (—uw,x)
o 2 - 2 2

consider [ 7 S dx = 3 then (—cosx) ;=1

M2
T
W M==
2
sinx
Sincef(x]={ 2 ifo<x<m
0 otherwise

To find maximum, we have f (x) = 0
i.e, cosx = 0 implies that x =ﬂ£

Finx

and f (x) = —=

.

which is less than 0 at x = ;

~ Mode = ;

4.1f the distributed function is given by

Difx=1
Flx)={k(x—1)*ifil<x<3
lifx>=3

Find k., f(x),mean.

Sol: Cummulative distribution function of f(x) is given by

[5 fGdx e, f(x) = F(x)

0ifx<1
ie, flx) =44k(x—1)*if 1<x=<3
0ifx>3

Since total area under the probability curve is 1 i.e, f:" flx)dx=1



3
f 4k(x—1)%dx =1
1

[k(x—1)*]7=1

1
nk=—
16
0ifx<1
Af)={= (x—1)® if1<x <3
0ifx>3

Mean=p = [* x f(x)dx == [ x(x — 1)%dx = 19.6.

Multiple Random variables

Discrete two dimensional random variable:

Joint probability mass function is defined as f(x,v) = P(X =x,,¥ = y,)
Joint probability distribution function is defined as
Fxy(%,y)=P(X <x,,Y <y)=k_.X_ p(x.¥)

Marginal probability mass functions of X and Y are defined as

PO =x)=p(x) = ) p(x.¥)

;

P(Y =5,)=2(,) = ) p(x.3)

L
Continuous two dimensional random variable:

Joint probability density function is defined as

far(x,y) =P(x =X < x+de,y=<Y < y+dy)
and [*_J” fey(x,¥) dxdy =1

Joint probability distribution function is defined as
Fey (0,¥) = P(X <x;,Y < y;) :Jrig f:,;fxr'(xr ¥) dxdy

aﬂ

and fyy(x,v) = ax3y [Fey (%) ]

Marginal probability density functions of X is defined as

fr(x) = ffﬂtx,}rj dy



Marginal probability density functions of Y is defined as

fr () :.r_::fxy':xr}’] dx

PROBLEMS
1.For the following 2-d probability distribution of X and Y

X\Y |1 2 3 4

1 01 |0 02 |01
2 0.05|0.12 | 0.08 | 0.01
3 0.1 |0.05(0.1 |0.09

Find i) P(X< 2,¥ = 2) ii) F(2) iii)P(Y=3) iv) P(X< 3,Y¥ < 4) v) F, (3).

Sol: Given

X\ |1 2 3 4

2 0.05]0.12 | 0.08 | 0.01
8 0.1 | 0.05 RUTSEGI09

DP(X< 2,¥ =2)=P(X=1,¥ = 2)+P(X=2,Y = 2)
=0+0.12
=0.12
ii) Fy(2)=P(X< 2)=P(X=1) +P(X=2)
:E}'p{xir}rjj + E_jp[xiJF}')
=(0.1+0+0.2+0.1)+(0.05+0.2+0.08+0.1)
=0.66

iii) P(Y=3) = X, p(x;.,¥;)

= 0.2+0.08+0.1
= 0.38.
iv)  P(X<3,¥ <4)=P(X< 3,Y = 1)+ P(X< 3,Y = 2)+ P(X< 3,V = 3)

+P(X<3,Y =4)
=p(X= 1Y = 1) +P(X=2,¥ = 1)+ P(X= 1,V = 2)
+P(X=2,¥ = 2)+ P(X=1,¥ = 3) +P(X=2,Y = 3)



+P(X=1,Y = 4) +P(X= 2,¥ = 4)

=(0.1+0+0.2+0.1)+(0.05+0.2+0.08+0.1)
=0.66
V) F,(3)= P(Y= 3)=P(Y= 1)+ P(Y= 2)+ P(Y= 3)
=(0.1+0.05+0.1)+(0+0.12+0.05)+(0.2+0.08+0.1)
=0.8
2.Suppose the random variables X and Y have the joint density function defined by
_fe(Zx+y)if2<x<6,0<y <5
fxy) { 0 otherwise

Find i)c ii)P(X>3,Y>2) iii) P(X>3)
Sol: Since [ [7_f(x,y) dxdy =1

6 5
JJ c(Zx+y)dydx =1
2 0

-
&

fﬁ 20y + 20 P — 1
ey ) gdx =

& 25
j c(10x -I-?]rix =1

25

c(10Z +=58=1

1
€c=—
210

iy P(X>3,Y >2) = [7 [° f(x,y) dydx

=f7 [, = (2x + y)dydx

2 210

_1 6 ¥.5 4 _15
T 210 ~r3 (2xy + 2 ]de_:s'

1
210

iii) ) P(X > 3) = [ [* f(x,y) dydx

6 5
1
= 2 dydax
mej- (2x+ y )dy
3 0

1 J-Eu 5 +}TE
= xv
210 J, (2xy+73

” dx
)o



=0k (1054 3) de

210

1
210

= [102% + (100 + Z2) 6 =2

-
r

3.The joint density function defined by

clxy)ifl<x<32<y<4
0 otherwise

fley) =

Find i) c
i) Marginal probability density functions of X and Y

iii) Show that X and Y are  independent.

Sol: Since [ J”_f(x,¥) dxdy = 1
4 3
JJ clxy)dxdy =1
21

Fo(d)ien

E{i)g o - S

2 L 24°

i) Marginal probability density functions of X and Y

Marginal probability density functions of X is

a0 1 2 x
£ = f(ey) dy =% [Fxy dy =

Marginal probability density functions of Y is

fi’[}’:]:.r_nr fer(x,¥) dx 2% _JTI}’ dx :g
iii)Clearly fyy (x,¥) :g — EE = £ (x) £ ()

Therefore ,X and Y are independent.
Conditional probability density function :

Conditional probability density function of X on Y is

fxr(x:}’j
X¥)= —/]——
fer (X/Y) £0)
Conditional probability density function of Y on X is
far (x.7)
fxr(YfX] = A

fx(X)



4.The joint density function defined by

f(x’yjz[(xz+p;—y] if0<x<10<y<2

0 otherwise

Find
i) Conditional probability density functions.
ii) Marginal probability density functions
iii) Check whether the functions X and Y are independent or not

(:x2+%j ifo<x<10<y<?2

0 otherwise

Sol:  Given f(x,¥) ={

Marginal probability density functions of X is

£ =7 for(oy) dy = [2(a® +2) dy = 2x(x +7)
Marginal probability density functions of Y is

f?[}’]:fi fer(x,¥) dx :.r[,l(xz + %j dx :§+ g

Here  fu(y) fil(x) = 2x(x +§](§+§]

Therefore, fyy(x,¥) # fz(x) fr(3)
Hence X and Y are not Independent.

Conditional probability density function of X on Y is

Fary (x.3) _{'tz +%]

£ T G+

f}n’ (XfY:J =

Conditional probability density function of Y on X is

Fary (x.y) _ (a +%]

Fur (3 _Qx{x +§]

f}n’ (YfXj =

UNIT- 11
PROBABILITY DISTRIBUTIONS



BINOMIAL DISTRIBUTION: A Random variable ‘X’ has binomial distribution if it

assumes only non-negative values with probability mass function given by
ﬂc,Frqn_r r= 011121_ —— —n

p(x=7) =

0 otherwise
= b(r;n,p)
CONDITIONS FOR APPLICABILITY OF BINOMIAL DISTRIBUTIONS:

Number of trials must be finite (n is finite)

The trails are independent

There are only two possible outcomes in any event i.e., success and failure.
Probability of success in each trail remains constant.

el O

Examples;

1. Tossing a coin 7 times

2. Throwing a die
3. No. of defective items in the box

MEAN OF THE BINOMIAL DISTRIBUTION
p=2xr_or.P(r)
=Lr=o T, PTq" T
= n, P'q™ 35 2n,PTg™ 2 k.30, P2qT * £ an S PRqm T

= nqu”_l + 2_%p2qn—2 g

nln—1){(n—2)

3!

pﬂqn—ﬂ oL/ _I_ﬂp?!

=mp[q" P+ (= 1) plg" T + - - — 4 p™
=np[p +q]"""

=np since [p+q = 1]

Mean=np.

VARIANCE OF THE BINOMIAL DISTRIBUTION

o’ =ZT2P(TJ—.H2
r=0
= Z[r(r — 1)+ r]P(r) — u?
r=0
= ZT[T —1)P(r) +ZT.F(TJ —n?p?
=0 r=0
= Zr[r —1)n,_ PTq™ " +np —n’P?

r=0



let ¥ r(r—1)P(r) = Lieor(r — Un, P'q"7" =2n,_P%q"n" +
ﬁncEF‘Hq”_a
+12n, P*q" *+---—— + n(n— 1) P"
=n(n—1)P[q" 2+ +(n—2), p'q" P + - — — +p7]
=n(n—1)P (p+q)""
=n?p? — np?

-
&

a

ntp: —npP? 4 np —n?pe
=np(1-p)
= npq.
PROBLEMS
1.In tossing a coin 10 times simultaneously.Find the probability of getting

i)atleast 7 heads ii) atmost 3 heads iii)exactly 6 heads.

SOL: Given n = 10

B3|

Probability of getting a head in tossing a coin = = = p.
Probability of getting no head=g =1 — %z 3
The probability of getting r heads in a throw of 10 coins is

P(X =1)=p(r) = 10, (1)?“ G)lu_r;r =012, ......,10

=
s

() Probability of getting atleast seven heads is given by
P(X=7)=P(X=7)+ P(X=8)+P(X=9)+ P(X=10)

= 10, G)? G) +ILe G)B G)

10-8 9 10-9 10

#1003) (3

10-7

1
+10, (E)

1
=53 [10¢, + 10, +10¢, +10c, |

1
=5p[120+45+10 +1]

176

1024

=0.1719

i) Probability of getting atmost 3 heads is given by



P(X=3)=P(X=0)+PX=1)+ P(Xx=2)+P(Xx=3)

SERONE METRONE

3 10-3 10

#105(3) (3

10-2

+10,,(5)

1
=55 [10., + 10, + 10, + 10, ]

= [120 + 45+ 10 + 1]

176

1024

=0.1719

iii)Probability of getting exactly six heads is given by

P(x =o)=10, () ()"

&

=0.205.

2.In 256 sets of 12 tosses of a coin ,in how many cases one can expect 8 Heads and 4
Tails.

B |

Solution: The probability of getting a head, p =

L W

The probability of getting a tail,g =
Heren =12

. . AV ’ 115 r1y*
The probability of getting 8heads and 4Tails in 12trials= P(X = 8) = 12 (—) (—)

12! (1)12 495

8141\2 212

The expected number of getting 8 heads and 4 Tails in 12 trials of such cases in256 sets

495 495
— = —— = 309375 ~31
212 16

=256 X P(Xx =8)= 28 x

3.Find the probability of getting an even number 3 or 4 or 5 times in throwing a die 10
times.

Sol: Probability of getting an even number in throwing a die = 2 =

B |

Probability of getting an odd number in throwing a die =g =

~Probability of getting an even number 3 or 4 or 5 times in throwing a die 10 times is

P(X=3)+P(X=4)+ P(X=5)



=10,(5) ()7 +10.()@) +0, @)
= 5 [10,, + 10, + 10, ]
:i [120 + 252 + 210]

=0.568.
4.0ut of 800 families with 4 children each,how many could you expect to have

a)three boys b)five girls c) 2 or 3 boys d)atleast 1 boy.
Sol: : Givenn = 5,N = 800
Let having boys be success

!
2z

Probability of having aboy = - =p.

Probability of having girl =g =1— ==,

The probability of having r boyss in 5 children is

P =) =p() = 5c () (3) Tir=012..5

a)Probability of having 3 boys is given by

956 €7

Expected number of families having 3 boys = N p(3) =800(15—6) =250 families.

b) Probability of having 5 girls = Probability of having no boys is given by

ra-o-s () (-5

Expected number of families having 5 girls = N p(0) =800(%) =25 families.

c) Probability of having either 2 or 3 boys is given by

133 13¥F 5
5. (=) (= =—
+ '-’s(z) (2) 18

Expected number of families having 3 boys = N p(3) :800(2) =500 families.

5-2

P(X=2)+P(X=3) =5 G) G)

d) Probability of having atleast 1 boy is given by

P(X=1)=1—P(X =0)



1% 10 31

- ) Q)75

eA2 2 32
Expected number of families having atleast 1 boy :800(%) =775 families.

5.Fit a Binomial distribution for the following data.

x|{0|1 (2 |3 |4 |5

f12(14]120(34(22|8

Sol: Givenn=5Yf=2+144+20+344+224+8=100
Yx.fi==0(2) + 1(14) + 2(20) + 3(34) + 4(22) + 5(8) =284

X x;f;
Xf;

~ Mean of the distribution =

284
100

We have Mean of the binomial distribution = np = 2.84

2.84
ap= e =0568;9g=1— 0568 = 0432,

TABLE TO FIT BINOMIAL DISTRIBUTION

X P(x;) E(x:)

0 | 5. (0.568)° (0.432)°7°=0.02 | N p(0) =100(0.02)=2

115, (0.568)* (0.432)°1=0.09 |9

5¢,(0.568)% (0.432)°77=0.26

555(0.555]3 (0.432)573=0.34 2




5,_,4(0.55534 (0.432)57%=0.22

5¢,(0.568)% (0.432)7°=0.059

Fitted Binomial distribution is

x|{0|1 (2 |3 |4 |5

f12(10]26(34|22|6

RECURRENCE RELATION

plr+1) = ncf (@ (g)55 NS (1)

p(r) = ne (BYRG)" . Bl B el ()

(1) _*p':r'+1} | ncr_'_iu:,p}rw_ ,:q}n—r—:_
[y pird ng, (2)7 ()™

) p(r+1) R o
p(r) L

p
[Ej

pr+1) === (%) p(r).

Cr

POISSON DISTRIBUTION:

A random variable ‘X’ follows Poisson distribution if it assumes only non-negative values
with probability mass function is given by

e A"
P(x:-rjzp(-r’j_j = l fﬂ"]‘" }FZD,].,__(.;L} D]

0 otherwize

CONDITIONS FOR POISSON DISTRIBUTION:

1. The number of trials are very large (infinite)
2. The probability of occurrence of an event is very small (4 = np)

3. A=mnp = finite

Examples:

1. The number of printing mistakes per page in a large text



2. The number of telephone calls per minute at a switch board
3. The number of defective items manufactured by a company.

RECURRENCE RELATION:

1_P[T+1:J_e_"1,1:.ﬂ,x 7l
2 P(r) (r+1)r! e

P(r+1)= ( il)F[r]fwr—ﬂlz —

PROBLEMS
1.Using Recurrence relation find probability when x=0,1,2,3,4,5, if mean of P.D is 3.

Sol: We have

P(r+1) = (=) P(r) forr=012——— —(1)

Given A=3

P(0) = G;‘ = e~3 [ by definition of poisson distribution ]
From (1),

Forr=0, P(1j—(i]P(nj —3¢73

0+

=

Forr=1,P(2) = (li)F‘ e

+
=

For» = 2,P(3) —( ]P(nj_e

1

3 -3

FForr=3,P(4) = (=) P(0) =2e

4

orr=4,P(5) = (Hl}F[D] =2 e,

Pix= z}

2.1f X is a random variable such that 3P(X = 4) = +P(X=0)

Find mean, P(X = 2).

Sol: Given 3P(x = 4) = 2¥=2

+P(X=0)....(1)

Since X is a poisson variable,
et A"

Plx=r)= -




—_— z —_— 5 —_—
e Al Aé e Ajf e AﬂP

~ 3 =
4! (2)2! T

Solving it we get A*—24* —4=0

Taking A* = k,we get k* — 2k —4 =10
~k=4,-2

~ A = 4 implies that A= 2

Therefore, Mean of the poisson distribution = 2

P(X<2)=PX=0)+PX=1)+P(Xx=2)

g~ 230 —Taa1 ]

=t +—5 =054

3.A car hire firm has 2 cars which it hires out day by day.The number of demands for a
car on each day is distributed as poisson with mean 1.5 Calculate the proportion of days

i)on which there is no demand
if) on which demand is refused.
Sol:Let number of demands for cars be the success.

Given mean=1.5=4

Using poisson distribution,
2 v

Plx=r)= ~

i)Probability that there is no demand for car is

e~ 12(1.5}°
P(x=0)= # = 0.223
0!

Expected number of days that there is no demand =N
P(0) = 365(0.223) = 8§1.39~ 81 days

il) Probability that demand refused for car is
P(x>2)=1—P(x=0)—P(x=1)—P(x = 2)

e~ 15(1.5)" e 15(15)? e 1E(1.5)*
o0 12

=1- =0.191

Expected number of days that demand refused for car = NP(x = 2)
= 365(0.191) = 69.7~ 70 days.

4.The distribution of typing mistakes committed by typist is given below.

Fit a Poisson distribution for it.



Mistakes per page | 0 1 2 |3 |4|5

Number of pages | 142 | 156 |69 | 27 |5 |1

Sol: Givenn=5,% f =142+ 156 + 69 + 27 + 5+ 1 = 400
3 x,fi== 0(142) + 1(156) + 2(69) + 3(27) + 4(5) + 5(1) = 400

X f;
Xf;

~ Mean of the distribution =

400
a0

We have Mean of the poisson distribution =4 =1

TABLE TO FIT POISSON DISTRIBUTION
X P(x;) E(x;)

0 | =" 368 N p(0)
0! =400(0.368)=147.2~147

. E_:::ﬂ120.368 147

2 | 00,184

a1

8

74
i
L | = =ooe 24
-1r1y4
© ;IJ = 0.015
4 ' 6
-1 1 5
e (1) = 0.003
5!
1




Fitted Poisson distribution is

Mistakes per page | O 1 2 |3 |4|5

Number of pages | 147 | 147 |74 |24 |6 |1

NORMAL DISTRIBUTION (GAUSSIAN DISTRIBUTION)

Let X be a continuous random variable, then it is said to follow normal distribution if its pdf

is given by

1 _ifE—p®
v T [/

— &
o 2

—o0 < x < 00, ,0>0

fla,p o) =

Here , & are the mean & S.D of X.

PROPERTIES OF NORMAL DISTRIBUTION:

Normal curve is always centered at mean

Mean, median and mode coincide (i.e., equal)

It is unimodal

It is a symmetrical curve and bell shaped curve

X-axis is an asymptote to the normal curve

The total area under the normal curve from —= tow is “17

The points of inflection of the normal curve are i + o, u + 3o

© N o0k~ wdPE

The area of the normal curve between
u—otop+o=6827%

u— 20 to u+ 20=95.44%
u— 30 to u+30=99.73%

9.The curve for normal distribution is given below



e — 3o ar— 2 = A E ke M+ 2o A+ 3o

STANDARD NORMAL VARIABLE

Let £ = % with mean ‘0’ and variance is ‘1’ then the normal variable is said to be standard

normal variable.
STANDARD NORMAL DISTRIBUTION

The normal distribution with man ‘0’ and variance ‘1’ is said to be standard normal
distribution of its probability density function is defined by

__1 igcEg v
f{x}_ —— g zh g 4 00 < X = 00
ey In
1 =t
f{z]=ﬁe z —00 = x =00 (}L=ﬂ;|ﬂ'=1:]

MEAN OF THE NORMAL DISTRIBUTION
Consider Normal distribution with b, as parameters Then

_(x—8)*
e Za®

flx; b, o) o 2n

Mean of the continuous distribution is given by

J “x ) f ® 1 )
= x Flx)dx = x e 25t dx
# ! e  OV2T

-

()2

== (oz+b)e = dz
[Putting z = ? so that dx = o dz|

(=) b (=)

00 _ 00 _
=— [T ze rdz+—[ e = dz
—w —m0

TNIm In

T




(=12

= _Ir:. e z dz

(z)® ()2
[sinceze = isanodd function and e : is an even function]
2
P:_ frd 'ﬂ_\,"r; = b

W &I &

VARIANCE OF THE NORMAL DISTRIBUTION

Variance = [~_x? f(x)dx — p*

s 1
1 -~ -3 —g -~
= ._j[_u‘-l-cr z° 4+ 2uogz) e = odz — p°
ay 27
—a0
2] . o0 a5l
ue st o? , _=% 2uo , =% .,
= — ez dz 4+ — z¢e = dz 4+ — z‘ezriz—p:‘
V2T VAT VAT
— o0 =0 —iD
2 = — =
2u* =3 2a° o
=——|e zdz+— |z =z dz—pu*
\."ET'E.'D \.,."Eﬂ.'u

V2 Y0

z2 B 2zd=z —dr dy = dt

2 2 V2t
" 1

20° .

= ,_J-EE ‘Et,—_

VAT v 2t
o

255




VT
2 1 1
24 ()
1“#?]_' 2 2
ot _
= '_\Hn'-]l'[:g"'
VT

MEDIAN OF THE NORMAL DISTRIBUTION

Let x=M be the median, then
M oo

1

| reaax= [ reax=3
-0 M

Let ue(—aw, M)

Let [Z f(x)dx = [* f(x)dx + [} fx)dx =

Consider [*_f(x)dx = ELT ¥ e it dx
Letz=::—“=}dx=adz [+ Limits af z — o0 — 0]
n 1 0 Z°
_I"_Ef[xjdx = !ﬁf_xe 2 gdz
== ez (dt) (by taking z=-t again)
- 1 |'E j 1
VZav2 2
From (1)

"
Jf(x]dx=l]=}p,=M
m

MODE OF THE NORMAL DISTRIBUTION

L (L)’
o

flx)=

Ty 2T

. B 1 _‘:l’ﬂjz -1 X —p 1_
FE=0=—=e (5)2(=5)z=0




=>x=u
-1 e (2 (D)
a3y 2m 2 g ST
=—— [e°+0
a3 2w [ ]
= =<0

“ x = u is the mode of normal distribution.

1.1f X is a normal variate, find the area A

i) tothe leftof z =1.78
i) to the right of z = —1.45

iii) Correspondingto —0.8 < z < 1.53
iv) to the left of z = —2.52 and to the right of z = 1. 83,

Sol: i) P(z = —1.78) = 05 — P(—1.78 < z < 0)
=05 —P(D < z < 1.78)

= 0.5-0.4625 =0.0375.
i) P(z > —1.45) = 0.5 + P(—1.45 < z < 0)

=05+ P(0 <z < 1.45)

=0.5+0.4625 =0.9265.
iii) P(—08<z<153)=P(—08<z<0)+P(0<z< 153)

= 0.2881+0.4370=0.7251.

iv) P(z < —2.52) = 0.5 — P(0 < z < 2.52)=0.0059
P(z = 1.83) =05 —P(0 < z < 1.83)

=0.036

2.1f the masses of 300 students are normally distributed with mean 68 kgs and standard
deviation 3kgs.How many students have masses

i)greater than 72kgs.



ii)less than or equal to 64 kgs
iii)between 65 and 71 kgs inclusive.
Sol:Given N=300,u = 68, = 3.Let X be the masses of the students.

i) Standard normal variate for X=72 is
x—pu 72—68
z= = = 1.33
a 3

P(X = 72)= P(z > 1.33)

==0.5—-P(0 < z < 1.33)

=0.5-0.4082
=0.092

Expected number of students greater than 72 = E(X>72)
=300(0.092)
=27.54~28 students

I1) Standard normal variate for X=64 is

x—p 64—68
z= = =—1.33
T 3

P(X =64)=P(z = —1.33)
== 0.5 — P(0 < z < 1.33) (Using symmetry)
=0.5-0.4082

=0.092

Expected number of students less than or equal to 64 = E(X less than or equal to 64)
=300(0.092)
=27.54~28 students .

iii)Standard normal variate for X=65 is

x—u 65—65
Zy = = = -1
a 3

Standard normal variate for X=71 is

x—pu J71—68

zr|= = =1

“ o 3
P(65<X=71)=P(—-1<=z=<1)

=P(—1<z<0)+ P(—0<=z=<1)



=2P(-0=z<1)
=2(0.341)= 0.6826
E(65< X < 71) = 300(0.6826) = 205 Students.
~Expected number of students between 65 and 71 kgs inclusive = 205 students.
3.In a normal distribution 3 1% of the items are under 45 and 8% of the items are

over 64. Find mean and variance of the distribution.

Sol: Given P(X < 45)=319% = 0.31
And F'[X = 64]: 2% = 0.08
Let Mean and variances of the normal distributions are g, o 2.

Standard normal variate for X is
xX—p
o

z:

Standard normal variate for X;=45 is

= utoz;=45......(1)

Standard normal variate for X,=64 is

X,—p 64—p

z, =

=

o a
= ptoz; =64 .. (2)
From normal curve we have P(—z; < z =< 0) = 0.19
=z;=—05
P(0<z<z,)=042
=z, =141

substituting the values of z, z, in (1) and (2),we get
i =50,0%=098

4. In a normal distribution 7% of the items are under 35 and &9% of the items are

under 63. Find mean and variance of the distribution.

Sol: Given P(X =< 35)= 7% = 0.07
And P(X < 63)=89% = 0.89
Let Mean and variances of the normal distributions are w, o 2.

Standard normal variate for X is



Standard normal variate for X,=35 is

X,—p 35—p
z; = =

a a
= pu+oz;=35......(1)

Standard normal variate for X,=63 is

Xo—u 63—p

z, =
-

g o
= pu+oz;, =63 ......(2)

Given P(X =< 35) = P(z < z,)
0.07 = 05- P(—z, < z < 0)
P(0<z<z,)=043
From normal curve we have
=z, =148

We haveP(X < 63) = P(z < z,)
0.89 = 0.5+P(0 < z < z,)
Pl0<z<z,)=039
From normal curve we have
=z, =123

substituting the values of z, z, in (1) and (2),we get
= 50,0 =10

UNIT -1l
SAMPLING

Introduction: The totality of observations with which we are concerned , whether this number be
finite or infinite constitute population. In this chapter we focus on sampling from distributions or
populations and such important quantities as the sample mean and sample variance.

Def: Population is defined as the aggregate or totality of statistical data forming a subject of
investigation .

EX. The population of the heights of Indian.

The number of observations in the population is defined to be the size of the population. It may be
finite or infinite .Size of the population is denoted by N.As the study of entire population may not be
possible to carry out and hence a part of the population alone is selected.

Def: A portion of the population which is examined with a view to determining the population
characteristics is called a sample . In other words, sample is a subset of population. Size of the sample
is denoted by n.



The process of selection of a sample is called Sampling. There are different methods of sampling

» Probability Sampling Methods
» Non-Probability Sampling Methods

Probability Sampling Methods:

a) Random Sampling (Probability Sampling):
It is the process of drawing a sample from a population in such a way that each member of the
population has an equal chance of being included in the sample.
Ex: A hand of cards from a well shuffled pack of cards is a random sample.
Note : If N is the size of the population and n is the size of the sample, then
» The no. of samples with replacement = N'™

> The no. of samples without replacement = N,
b) Stratified Sampling :
In this , the population is first divided into several smaller groups called strata according to
some relevant characteristics . From each strata samples are selected at random, all the
samples are combined together to form the stratified sampling.
c) Systematic Sampling (Quasi Random Sampling):
In this method , all the units of the population are arranged in some order . If the population

. . e a 3 . . N
size is N, and the sample size is n, then we first define sample interval denoted by = —. then

from first k items ,one unit is selected at random. Then from first unit every k™ unit is serially
selected combining all the selected units constitute a systematic sampling.

Non Probability Sampling Methods:

a) Purposive (Judgment ) Sampling :
In this method, the members constituting the sample are chosen not according to some
definite scientific procedure , but according to convenience and personal choice of the
individual who selects the sample . It is the choice of the individual items of a sample entirely
depends on the individual judgment of the investigator.

b) Sequential Sampling:
It consists of a sequence of sample drawn one after another from the population. Depending
on the results of previous samples if the result of the first sample is not acceptable then second
sample is drawn and the process continues to take proper decision . But if the first sample is
acceptable ,then no new sample is drawn.

Classification of Samples:

> Large Samples : If the size of the sample n = 30 ,then it is said to be large sample.
» Small Samples : If the size of the sample n < 30 ,then it is said to be small sample or exact
sample.

Parameters and Statistics:

Parameter is a statistical measure based on all the units of a population. Statistic is a statistical
measure based on only the units selected in a sample.
Note :In this unit , Parameter refers to the population and Statistic refers to sample.



Central Limit Theorem: If x be the mean of a random sample of size n drawn from population
having mean i and standard deviation @ , then the sampling distribution of the sample mean x is
approximately a normal distribution with mean # and SD = S.E of £ = = provided the sample size n

W

is large.

Standard Error of a Statistic : The standard error of statistic ‘t’ is the standard deviation of the
sampling distribution of the statistic i.e, S.E of sample mean is the standard deviation of the sampling
distribution of sample mean.

Formulae for S.E:

> S.E of Sample mean £ = —= i.e, S.E (¥) = —
W W

. [rg. _ [re _
» S.E of sample proportion p—d\ll? i.e, S.E(p) = *.,IlT where Q=1-P

. = N P
> S.E of the difference of two sample means ¥; and x; i.e, S.E (x;—Xz;) = *.,Il_ +—=

T
> S.E of the difference of two proportions i.e, S.E(p1 — pz) = *.,Il PuQs | Pale

z

Estimation :

To use the statistic obtained by the samples as an estimate to predict the unknown parameter of the
population from which the sample is drawn.

Estimate : An estimate is a statement made to find an unknown population parameter.
Estimator : The procedure or rule to determine an unknown population parameter is called estimator.

Ex. Sample proportion is an estimate of population proportion , because with the help of sample
proportion value we can estimate the population proportion value.

Types of Estimation:

» Point Estimation: If the estimate of the population parameter is given by a single value , then
the estimate is called a point estimation of the parameter.

> Interval Estimation: If the estimate of the population parameter is given by two different
values between which the parameter may be considered to lie, then the estimate is called an
interval estimation of the parameter.

Confidence interval Estimation of parameters:

In an interval estimation of the population parameter &, if we can find two quantities £; and £z based
on sample observations drawn from the population such that the unknown parameter & is included in
the interval [t1,£2] in a specified cases ,then this is called a confidence interval for the parameter &.

Confidence Limits for Population mean i

> 95% confidence limits are ¥ + 1.96 (S.E.of X')
> 99% confidence limits are ¥ +2.58 (S.E.of X )
> 99.73% confidence limits are £ + 3 (5.E.of x)



> 90% confidence limits are  + 1.645 (5.E.of ')

Confidence limits for population proportion P

> 95% confidence limits are p = 1.96(S.E.of p)
> 99% confidence limits are p * 2.58(S.E. of p)
> 99.73% confidence limits are p = 3(S.E.of p)
» 90% confidence limits are p = 1.645(S.E.of p)

Confidence limits for the difference of two population means g4 and pz

> 95% confidence limits are ((*1 — ¥z )£ 1.96 (S.E of ((*1 — X2))
> 99% confidence limits are ((*1 — ¥z )£ 2.58 (S.E of ((x*1 — ¥z))
> 99.73% confidence limits are ((*1 — X2 )= 3 (S.E of ((¥1 — X2))
> 90% confidence limits are ((*y — ¥z )£ 2.58 (S.E of ((¥*1 — Xz))

Confidence limits for the difference of two population proportions

> 95% confidence limits are py-p2 + 1.96 ( S.E. of p1-p2)
» 99% confidence limits are pq-p2 £ 2.58 ( S.E. of py-p2)
» 99.73% confidence limits are p1-pz * 3 ( S.E. of p4-p2)
> 90% confidence limits are py-pz + 1.645 ( S.E. of p1-p2)

Determination of proper sample size

Sample size for estimating population mean :

n= (zf) where z — Level of significance

o — Standard deviation of population and

E — Maximum sampling Error = % — i

Sample size for estimating population proportion :

=P

Q I
—z Where z — Level of significance

n =

P — Population proportion
Q—1-P
E' — Maximum Sampling error = p-P

Testing of Hypothesis :

It is an assumption or supposition and the decision making procedure about the assumption whether
to accept or reject is called hypothesis testing .



Def: Statistical Hypothesis : To arrive at decision about the population on the basis of sample
information we make assumptions about the population parameters involved such assumption is
called a statistical hypothesis .

Procedure for testing a hypothesis:
Test of Hypothesis involves the following steps:
Stepl: Statement of hypothesis :
There are two types of hypothesis :
» Null hypothesis: A definite statement about the population parameter. Usually a null
hypothesis is written as no difference , denoted by Hj.
Ex. Hp: it = g
» Alternative hypothesis : A statement which contradicts the null hypothesis is called

alternative hypothesis. Usually an alternative hypothesis is written as some difference ,
denoted by Hj.

Setting of alternative hypothesis is very important to decide whether it is two-tailed or one —
tailed alternative , which depends upon the question it is dealing.
Ex.H;: jt # pig (Two — Tailed test)

or
Hy: p = pg (Right one tailed test)

or
Hy: p =< g (Left one tailed test)

Step 2: Specification of level of significance :

The LOS denoted by @ is the confidence with which we reject or accept the null hypothesis. It

is generally specified before a test procedure ,which can be either 5% (0.05) , 1% or 10%
which means that thee are about 5 chances in 100 that we would reject the null hypothesis Hy

and the remaining 95% confident that we would accept the null hypothesis Hy . Similarly , it
is applicable for different level of significance.

Step 3 : Identification of the test Statistic :

There are several tests of significance like z,t, F etc .Depending upon the nature of the
information given in the problem we have to select the right test and construct the test
criterion and appropriate probability distribution.

Step 4: Critical Region:

It is the distribution of the statistic .

» Two — Tailed Test : The critical region under the curve is equally distributed on both
sides of the mean.
If Hy has # sign , the critical region is divided equally on both sides of the distribution.



» One Tailed Test: The critical region under the curve is distributed on one side of the
mean.

Left one tailed test: If Hy has < sign, the critical region is taken in the left side of the distribution.

critical
region

>

critical value

non-critical ragion

Right one tailed test : If H; has = sign , the critical region is taken on right side of the distribution.

Fail to Reject
the Null
Hypothesis

Critical
Value

(+)

Step 5 : Making decision:

By comparing the computed value and the critical value decision is taken for accepting or rejecting Hg
If calculated value = critical value , we accept Hy, otherwise reject Hg.

Errors of Sampling :

While drawing conclusions for population parameters on the basis of the sample results , we have two
types of errors.



> Type | error : Reject Hy when it is true i.e, if the null hypothesis Hy is true but it is rejected

by test procedure .
> Type Il error : Accept Hy when it is false i.e, if the null hypothesis Hyis false but it is

accepted by test procedure.

DECISION TABLE

Hy is accepted Hy is rejected
Hy is true Correct Decision Type | Error
Hy is false Type Il Error Correct Decision

Problems:

1. If the population is 3,6,9,15,27
a) List all possible samples of size 3 that can be taken without replacement from finite
population
b) Calculate the mean of each of the sampling distribution of means
¢) Find the standard deviation of sampling distribution of means

3+6+94+15+27 60

Sol: Mean of the population , & = ——— 7 o 12

Standard deviation of the population ,

||(3—12}:+(5—12]2+(9— 12)2+ (15 —12)2+ (27 — 12)2

"~.| 5
22 [360
_ [B1+36+949+225 _ IE=8.4853
+ 5 4 5

a) Sampling without replacement :
The total number of samples without replacement is N¢,, = 5¢,=10

The 10 samples are (3,6,9), (3,6,15), (3,9,15), (3,6,27), (3,9,27), (3,15,27), (6,9,15),
(6,9,27), (6,15,27), (9,15,27)

b) Mean of the sampling distribution of means is
_ B+E+9+10+12+13+14+15+16+17 120

Hz= 10 = 12
c) o=
(6—12)%+(8—12)+(5—12)*+(10-12)"+(12-12)"+(13-12) "+ (14— 127 +(15-12)*+(16-12) *+(17-12)*
10
=133

v gz =+13.3=3651



2. A population consist of five numbers 2,3,6,8 and 11. Consider all possible samples of size
two which can be drawn with replacement from this population .Find

a) The mean of the population

b) The standard deviation of the population

¢) The mean of the sampling distribution of means and

d) The standard deviation of the sampling distribution of means

Sol: a) Mean of the Population is given by

2+3+6+8+11 30
U =————=—= 6
5 5

b) Variance of the population is given by

A
o?= RS

_ (2-g) +(3-e)+ (-6} 2+ (g6} 2+ (11-g)*
- 5

_ 16+9+0+4+15

- =10.8 ~o=3.29

c) Sampling with replacement
The total no.of samples with replacement is N™ = 52 = 25

= List of all possible samples with replacement are

(2,2),(2,3),(2,6),(2,8),(2,11),(3,2), (3,3)(3,6),(3,8),(3,11)
(6,2),(6,3),(6,6),(6,8),(6,11),(8,2),(8,3),(8,6),(8,8),(8,11)
(11,2),(11,3),(11,6), (11,8), (11,11)

Now compute the arithmetic mean for each of these 25 samples which gives rise to the
distribution of means of the samples known as sampling distribution of means
The samples means are
2,25,4,5,65
25,3,45,557
44.56,7,8.5
55.5,7,89.5
6.5,7,8.5,9.511

And the mean of sampling distribution of means is the mean of these 25 means

_ seumofallabove zample means _ 150 _ 6
= 25 T2 "

d) The variance of the sampling distribution of means is obtained by subtracting the mean 6 from
each number in sampling distribution of means and squaring the result ,adding all 25 numbers

thus obtained and dividing by 25.

H (2—g)*#(25-8)"+(4—a)*+(5—E6+....[11-8)% 135
Fe= =54

25 25
wo= 454 =232

3. When a sample is taken from an infinite population , what happens to the standard error
of the mean if the sample size is decreased from 800 to 200

Sol: The standard error of mean = —

N

Sample size = n .let n=11=800



0 o

Then S.E4 = - 203

l

[ex]

When n;is reduced to 200

let n=1,=200
Then S.E; = 55 " 1072
“SE2=m = 2(21}«,-3) =2(S5)

Hence if sample size is reduced from 800to 200, 5. E. of mean will be multiplied by 2

4. The variance of a population is 2 . The size of the sample collected from the population is
169. What is the standard error of mean

Sol: n=The size of the sample =169

o = S.D of population = +/Variance =+/2

Standard Error of mean = = = — =221 -(.185
Wm V1B 13

5. The mean height of students in a college is 155cms and standard deviation is 15 . What is
the probability that the mean height of 36 students is less than 157 cms.

Sol: ¢ = Mean of the population

= Mean height of students of a college = 155cms
n = S.D of population = 15cms

X = mean of sample = 157 cms

r— 157-165 12
Nowz=-5~==7%—=-=08

1l
1

1

B8

~P(x=157)=P(z<08)=05+P(0=z=0.8)
= 0.5 +0.2881 = 0.7881
Thus the probability that the mean height of 36 students is less than 157 = 0.7881

6. A random sample of size 100 is taken from a population with @ = 5.1 . Given that the
sample mean is £ = 21.6 Construct a 95% confidence limits for the population mean .

Sol: Given x =21.6

zay, =1.96,n=100,0=51

= Confidence interval = (£ — za;,.— , ¥ + za; .—)
12 a/n f& ain
— 156 x51
f—za, —=21.6-———-=206
12 v 1o
— 1596 x51
i+ zrzf.rﬂ.i; =216+——— =226
&y

Hence (20.6,22.6) is the confidence interval for the population mean g



7. ltis desired to estimate the mean time of continuous use until an answering machine will
first require service . If it can be assumed that @ = 60 days, how large a sample is needed

so that one will be able to assert with 90% confidence that the sample mean is off by at
most 10 days.
Sol: We have maximum error (E) =10 days, o = 60 days and z=;, = 1.645

[T [ -

8. A random sample of size 64 is taken from a normal population with & = 514 and ¢ =
6.8.What is the probability that the mean of the sample will a) exceed 52.9 D) fall
between 50.5 and 52.3 ¢) be less than 50.6

Sol: Given n = the size of the sample = 64
L = the mean of the population =51.4
o = the S.D of the population = 6.8

a) P(x exceed52.9)=P(x =52.9)

§-u _ 52.5-514
=—=—=1.76

/=

=
£
gl

~P(x >529)=P(z > 1.76)

0.5-P(0<z<1.76)
0.5 0.4608 = 0.0392

b) P(x fall between 50.5 and 52.3)

i.e, P(50.5< £<52.3)=P@E; <% < ¥3)

57— 50.5—51.4
R T

w7

<7 g T aB8s
i

P(50.5< ¥<52.3)=P(-1.06 < z<1.06)
=P(-1.06 < z<0)+P(0< z<1.06)
=P(0< z<1.06)+P(0< z<1.06)
=2(0.3554) =0.7108

c) P(x will be less than 50.6) = P(x = 50.6)

7= - 004

- B8

~“P(z<-0.94)=05-P(0.94< z<0)
=0.5-P(0< z<0.94) =0.50-0.3264
=0.1736
9. The mean of certain normal population is equal to the standard error of the mean of the
samples of 64 from that distribution . Find the probability that the mean of the sample size
36 will be negative.



Sol: The Standard error of mean = iﬁ
y

Sample size , n =64
Given mean , & = Standard error of the mean of the samples

H _ o _ o
B2 2

- T
-

EF—p
Weknowz:—i—:—a_i

= &
_Bx 3
& 4

If Z < 0.75, X is negative
P(z<0.75) =P(— 0 < z < 0.75)

=[° oz dz + J, "o()dz = 050 +0.2734

=0.7734
10. The guaranteed average life of a certain type of electric bulbs is 1500hrs with a S.D of 10
hrs. It is decided to sample the output so as to ensure that 95% of bulbs do not fall short of
the guaranteed average by more than 2% . What will be the minimum sample size ?
Sol : Let n be the size of the sample
The guaranteed mean is 1500
We do not want the mean of the sample to be less than 2% of (1500 ) i.e, 30 hrs
So 1500 — 30 = 1470

~ X =1470
) _|#w| _|1470-1500| _ m
~lAd = eSS =T
A T

From the given condition , the area of the probability normal curve to the left of %

should be 0.95
= The area between 0 and % is 0.45

We do not want to know about the bulbs which have life above the guranteed life .

27 = 165 ie, 7 =66

~n=44

11. A normal population has a mean of 0.1 and standard deviation of 2.1 . Find the
probability that mean of a sample of size 900 will be negative .
Sol: Given g = 0.1 ,6 =2.1and n=900
The Standard normal variate

~X =01 + 0.007z wherez ¥ N (0,1)
~ The required probability , that the sample mean is negative is given by
P(x <0)=P(01+0.072<0)

=P (0.07z<-01)

-1
=P (2<(5¢;)




12.

=P (z<-143)

=050-P(0< 2z <143)

=0.50-0.4236 = 0.0764
In a study of an automobile insurance a random sample of 80 body repair costs had a
mean of Rs 472.36 and the S.D of Rs 62.35. If % is used as a point estimator to the true

average repair costs , with what confidence we can assert that the maximum error doesn’t
exceed Rs 10.

Sol : Size of a random sample , n = 80

The mean of random sample , ¥ = Rs 472.36

Standard deviation , @ = Rs 62.35
Maximum error of estimate , E ;2 = Rs 10

o
We have E mex :zﬂ:fﬂ- —
i & A
. E maxnn 10+B80  89.4427
.C. Zﬂi.f = = - - .
1€, iz & £2.35 6235 1.4345

The area when z = 1.43 from tables is 0.4236

% 2204236 ie. @=08472

=~ confidence = (1- &) 100% = 84.72 %

Hence we are 84.72% confidence that the maximum error is Rs. 10

13.

14.

If we can assert with 95% that the maximum error is 0.05 and P = 0.2 find the size of the
sample.

Sol : Given P =0.2 , E = 0.05

We have Q = 0.8 and Za;,=1.96 (5% LOS )

3 - B3
We know that maximum error , E=Z=;, |—
12 -\l n
2 :
= 0.05=1.96 u'& :“‘E‘

0.2 x 0.8 x (196)%

(0.05)2 246

= Sample size ,n=

The mean and standard deviation of a population are 11,795 and 14,054 respectively .
What can one assert with 95 % confidence about the maximum error if ¥ = 11,795 and n
=50. And also construct 95% confidence interval for true mean .

Sol: Here mean of population , it = 11795

S.D of population , & = 14054

x¥=11795

n = sample size =50, maximum error = Za;, .

(=
Wn

Zrz!.rz for 95% confidence = 1.96

14054
/50

Max. error ,E = Za; . —=1.96.
i W

r

= 3899

. - — () _
= Confidence interval = (¥ — Z=, E Xt Zay

N
= (11795-3899, 11795+3899)

5=
N



= (7896, 15694)
15. Find 95% confidence limits for the mean of a normally distributed population from which

the following sample was taken 15, 17, 10,18 ,16 ,9, 7, 11, 13 ,14.
15+17+10+158+16+5+7+11+13+14

Sol: We have x = ” =13
2 _ ':x[—f}z
5 _E n—1
-1
g
[(15—-13)2+(15—-13)2+(15 —13)2+ (15 —-13)2+ (15 —-13)%2 + (15—
13)2+(15—-13)2+(15—-13)2+ {15 —13)2 + (15— 13)7]

_ 40
T3

Since z% =1.96, we have

S ETH)
+10.43

Za; . — = 1.96.
Wn

12

=2.26

5

=~ Confidence limitsare ¥ + Za; .—=13 £2.26 =(10.74, 15.26)

42 3fn
16. A random sample of 100 teachers in a large metropolitan area revealed mean weekly
salary of Rs. 487 with a standard deviation Rs.48. With what degree of confidence can
we assert that the average weekly of all teachers in the metropolitan area is between 472
to 502 ?
Sol: Given =487, ¢ =48 ,n = 100
7=k

AT

~ 100

Standard variable corresponding to Rs. 472 is
472 — 487

1= in =-3.125
Standard vaiable corresponding to Rs. 502
502— 487
Z,= D 3.125

Let X be the mean salary of teacher . Then
P(472<X <502) = P(-3.125<z<3.125)
=2(0<z<3.125)
=2 [T 0(2)dz

=2 (0.4991) = 0.9982

Thus we can ascertain with 99.82 % confidence



UNIT-1V
STATISTICAL INFERENCES

Large Samples: Let a random sample of size n =30 is defined as large sample.
APPLICATIONS OF LARGE SAMPLES:
TEST OF SIGNIFICANCE OF A SINGLE MEAN

Let a random sample of size n, & be the mean of the sample and x be the population mean.

1. Null hyopothesis: Hy: There is no significant difference in the given population mean value say

Hg-
ie Hype = py

2. Alternative hypothesis: H; :There is some significant difference in the given population mean
value.
i.e
a)H; 1y # u, (Two —tailed)
b) Hy :p = p, (Right one tailed)
¢) Hy 1= u, (Leftone tailed)
3. Level of significance: Set the LOS a

. I _ Xl _E—u,
4. Test Statistic: Z,5; = 57— (OR) Z 5 = 57—
W

Vn

5. Decision /conclusion : If z.,value = z wvalue , accept H; otherwise reject Hy
CRITICAL VALUES OF Z

LOS o« 1% 5% 10%
WF i, 12/>2.58 12/>1.96 12/>1.645
W= i, 7>2.33 7>1.645 7>1.28
U< [, 7<-2.33 Z<-1.645 7<-1.28

NOTE: Confidence limits for the mean of the population corresponding to the given sample.

p=X+tZx (SEofX)ie,

=X+ Z=

12

(D oou=r274,(2)

W

2. TEST OF SIFNIFICANCE FOR DIFFERENCE OF MEANS OF TWO LARGE
SAMPLES:

Let x; & x; be the means of the samples of two ramdom sizes #14 & -+, drawn from two



populations having means 4 &u, and SD’s &, &a,
i) Null hyopothesis: Hy:u; = p,

ii) Alternative hypothesis :: a) Hy : uy # u,(Two Tailed)

b) Hy: w4y < m, (Leftone tailed)
¢)Hy:py = u, (Right one tailed)

iii) Level of Significance: Set the LOS a

; - (%, -% )-8 (F,-% )-8
iv) Test Statistic : 7, = —-* "}:- it
Eer TR oi.et
|y Mg

Rt

Where § = gty — p( where given constant)
Other wise & = g, — ,=0

R, —Fo—8 . 2 _ 3 3 N .
Lo = T/ ifoy =o; = o thenZ,, = o[ a
;£+|:r_£ *\II Mg

a\\j"l‘— Ty

Critical value of Z from normal table at the LOS a
Decision: If [Z ;| < Z,.,, accept Ho otherwise reject Ho

v)
CRITICAL VALUES OF Z
LOS o 1% 5% 10%
M= i, 12/>2.58 1Z/>1.96 12/>1.645
= 7>2.33 7>1.645 Z>1.28
M 7<-2.33 Z7<-1.645 Z<-1.28

NOTE: Confidence limits for difference of means
By — = (X, — X)X z,,[S.E of (X, — X,)]

3. TEST OF SIFNIFICANCE FOR SINGLE PROPORTIONS



Suppose a random sample of size n has a sample proportion p of members possessing
a certain attribute (proportion of successes). To test the hypothesis that the proportion
P in the population has a specified value Po.

i) Null hyopothesis : H;: P = P,

i) Alternative hypothesis : a) H; : P= Py(Two Tailed test)
b) Hy : P < Py (Left one- tailed)
c)H; : P =P; (Rightone tailed)

iii) Test statistic :Z_,; = % when P is the Population proportion @ =1 — P

A
iv) At specified LOS , critical value of Z
v) Decision: If |z_;| < Z._,, accept Ho otherwise reject Ho

CRITICAL VALUES OF Z

LOS = 1% 5% 10%
W+ u, 1Z/>2.58 1Z/>1.96 1Z2/>1.645
M= iy, 7>2.33 z>1.645 7>1.28
M<< &, 7<-2.33 Z<-1.645 7<-1.28

NOTE : Confidence limits for population proportion

R z;-:_r:gofpj

=
=p+z=| (B
L &= ﬂq|n

4. TEST FOR EQUALITY OF TWO PROPORTIONS (POPULATIONS)
Let p1 and p2 be the sample proportions in two large random samples of sizes ny g n2

drawn from two populations having proportions P1 g P>

i) Null hyopothesis : H;: P, = P,

ii) Alternative hypothesis : a) Hy : P; # P5(Two Tailed)
b) H,: P; < P, (Left one tailed)

c) Hi: P, = P, (Right one tailed)



iii) Test statistic :Z_,; = W;T_&'_L&F if (P1-P>) is given.
20s

"\:-‘1 g

If given only sample proportions then

— Py"Pa — % — %
cat |P'_|E'_+lei'_ P1 n, P1 Ny
W Ty Mg
OR
Ps— Po NP, TPy _ Xy THg
L, = ———=—= Where p=—= == andg=1-p
£ lpg(=+2 n,+n, n,+n,
jpal—+ * +
~ My By

iv) At specified LOS cx critical value of ‘7’

V) Decision: If | Z__;| <= Z+_,, accept Ho otherwise reject Ho
CRITICAL VALUES OF Z
LOS 1% 5% 10%
H# 1Z/>2.58 1Z/>1.96 1Z/>1.645
M= g, 7>2.33 z>1.645 Z>1.28
M g 7<-2.33 Z<-1.645 7<-1.28

NOTE: Confidence limits for difference of population proportions

P,—P,=(p,—p,) ..?Ix? GlEefn" 1)

Problems:

1. A sample of 64 students have a mean weight of 70 kgs . Can this be regarded as asample
mean from a population with mean weight 56 kgs and standard deviation 25 kgs.
Sol : Given x = mean of he sample = 70 kgs

& = Mean of the population =56 kgs
a = S.D of population = 25 kgs

and n = Sample size = 64

i) Null Hypothesis Hy : A Sample of 64 students with mean weight 70 kgs be regarded as a
sample from a population with mean weight 56 kgs and standard deviation 25 kgs. i.e.,
Hy:pu= 70kgs

i) Alternative Hypothesis H, : Sample cannot be regarded as one coming from the

population . i.e., Hy: i # 70 kgs ( Two —tailed test)
iii) Level of significance : @ = 0.05 (£,=1.96)



2.

=T — s

Ba

Test Statistic : £ ;=

i;]l”‘

Conclusion: Since |Z ;| value > Z _ value , we reject H,

= Sample cannot be regarded as one coming from the population

In a random sample of 60 workers , the average time taken by them to get to work is 33.8
minutes with a standard deviation of 6.1 minutes . Can we reject the null hypothesis it = 32.6

in favor of alternative null hypothesis it > 32.6 at & = 0.05 LOS

Sol : Givenn=60,%x =338, u=326and o =6.1

i) Null Hypothesis Hy : it = 32.6

i) Alternative Hypothesis H, : it > 32.6 ( Right one tailed test )
iii) Level of significance : @ = 0.01 (£,=2.33)

. . — S—32. 1.2
iv)  TestStatistic: Z .o= 7 = —er— = ——=15238

w7 w el

V) Conclusion: Since Z _,; value < Z_ value, we accept H,

A sample of 400 items is taken from a population whose standard deviation is 10 . The mean
of the sample is 40 . Test whether the sample has come from a population with mean 38 .
Also calculate 95% confidence limits for the population .

Sol : Givenn=400,x =40, =38and ¢ =10

Null Hypothesis Hy : it = 38
Alternative Hypothesis H; : gt #+ 38 ( Two —tailed test)
Level of significance : @ = 0.05 (£,=1.96)

RF E— 35—40 —2
Test Statistic : Z =~ = —=s— =

e “apo

_E=-4

Conclusion: Since |Z ;| value > Z_ value , we reject H,
i.e., the sample is not from the population whose is 38.

o —

= 95% confidence interval is (:E —196.— ,x+ 1.96.“.7—_]
W W

. 1.96(10) 1.96(10)
€., (40 '\-‘W ’40 + «;W )
_ _ 196(10) 1.96(10)

- {40 20 s 20 )

= (40-0.98, 40 +0.98 )
= (39.02 , 40.98)

An insurance agent has claimed that the average age of policy holders who issue through him
is less than the average for all agents which is 30.5. A random sample of 100 policy holders
who had issued through him gave the following age distribution .

Age 16-20 21-25 26-30 31-35 36-40
No# of 12 22 20 30 16
persons

Calculate the arithmetic mean and standard deviation of this distribution and use these values
to test his claim at 5% los.



Sol : Take A = 28 where A — Assumed mean

d,=x,— A
— _ hzf[ﬁ'[
x _A+—,~:
=28 +22%-9g3
100

[ 2 2 '—:
sD:s=h M- () =5 2 (i) =635

N N T 100 100

i) Null Hypothesis Hy : The sample is drawn from population with mean
i) i.e., Hy: u = 30.5 years

iii) Alternative Hypothesis Hy : it < 30.5 ( Left one —tailed test )

iv) Level of significance : @ = 0.05 (£, =1.645)

F—u 28.8-30.5
= —= =— 2.677

w100

V) Test Statistic : £ ;=

a1l

Vi) Conclusion: Since |Z ;| value > Z_ value , we reject H,

i.e., the sample is not drawn from the population with g¢ = 30.5 years .

5. Anambulance service claims that it takes on the average less than 10 minutes to reach its
destination in emergency calls . A sample of 36 calls has a mean of 11 minutes and the
variance of 16 minutes .Test the claim at 0.05 los?

Sol : Givenn=36,%=11,x =10and o =V16=4
i) Null Hypothesis Hy: it = 10
i) Alternative Hypothesis Hy : it < 10 ( Left one —tailed test )
iii) Level of significance : @ = 0.05 (£_,=1.645)

. . T 11-10 =1
IV) Test Statistic : £ pal— & = = = " =15
N T
V) Conclusion: Since |Z ;| value < Z_ value , we accept Hy

6. The means of two large samples of sizes 1000 and 2000 members are 67.5 inches and 68
inches respectively . Can the samples be regarded as drawn from the same population of S.D
2.5 inches.
Sol: Let i4 and g5 be the means of the two populations

Given 1y = 1000, 1, = 2000 and X, = 67.5 inches , X5 = 68 inches
Population S.D, @ = 2.5 inches
i) Null Hypothesis Hy :The samples have been drawn from the same population of S.D 2.5
inches
ie., Hy:py = 1y
ii) Alternative Hypothesis Hy : j1q # 1o ( Two — Tailed test)
iii) Level of significance : @ = 0.05 (£,=1.96)
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- x,-z 67.5— 68 —0.5
Test Statistic : Z cal— ." 2; = — - - = =-516
plf [, gf:_ % 00968
4y g o) [25)" 1o00 T 2000

Conclusion: Since |Z __;| value > Z_ value , we reject H,

Hence , we conclude that the samples are not drawn from the same population of S.D 2.5
inches.

Samples of students were drawn from two universities and from their weights in kilograms ,
mean and standard deviations are calculated and shown below. Make a large sample test to
test the significance of the difference between the means.

Mean SD Size of the sample
University A 55 10 400
University B 57 15 100

Sol: : Let 4 and 4 be the means of the two populations
Given 1y =400, 71, = 100 and Xy =55 kgs , ¥; = 57 kgs
gy =10 and ;=15
Null Hypothesis Hy : g4 = pi5
Alternative Hypothesis Hy : ji; ¥ i ( Two — Tailed test)
Level of significance : @ = 0.05 (£,=1.96)
Test Statistic : Z .= I:—; .x;r::-.z = IE: 51 = :29 =126

I—
_+_
Ny omg 4 400 200 A E

Conclusion: Since |Z .| value < Z value , we accept Hy
Hence , we conclude that there is no significant difference between the means

The average marks scored by 32 boys is 72 with a S.D of 8 . While that for 36 girls is 70 with
a S.D of 6. Does this data indicate that the boys perform better than girls at 5% los ?
Sol: Let i24 and g5 be the means of the two populations

Givenmny =32 ,n, =36andx; = 72,%, =70

g,=8 and ;=6
Null Hypothesis Hy @ 14 = g5
Alternative Hypothesis H; : 1 > ji; ( Right One Tailed test)
Level of significance : @ = 0.05 (£, =1.645)

£y — . T2—TO Z
. - :Z = Ey— Ay — — —
Test Statistic : £ ; T Ee 1.1547
Nng omg W5z =6

Conclusion: Since |Z ;| value < Z_ value , we accept H,
Hence , we conclude that the performance of boys and girls is the same

A sample of the height of 6400 Englishmen has a mean of 67.85 inches and a S.D of 2.56
inches while another sample of heights of 1600 Austrians has a mean of 68.55 inches and S.D
of 2.52 inches. Do the data indicate that Austrians are on the average taller than the
Englishmen ? (Use & as 0.01)



Sol : Let 4 and i, be the means of the two populations

Given 1y = 6400, 1, = 1600 and x, = 67.85, ¥, =68.55

oy =2.56 and @, =252
i) Null Hypothesis Hy : iy = fis
i) Alternative Hypothesis Hy : ji; < ji; ( Left One Tailed test)
iii) Level of significance : @ = 0.01 (£,=-2.33)

. L _ #,— %, _ E7.B5—EB.55
iv) Test Statistic : £ ;= ot et e
A me | mg 4 s400 250D

_ 67.85— 6855

|'6.5536+ 6.35

\ 6400 T 1600

- 0. - 0.7

L -9.9

© JOo0iF0002  0.0707
V) Conclusion: Since |Z ;| value > Z_ value , we reject H,
Hence , we conclude that Australians are taller than Englishmen.

10. At a certain large university a sociologist speculates that male students spend considerably
more money on junk food than female students. To test her hypothesis the sociologist
randomly selects from records the names of 200 students . Of thee , 125 are men and 75 are
women . The mean of the average amount spent on junk food per week by the men is Rs. 400
and S.D is 100. For the women the sample mean is Rs. 450 and S.D is 150. Test the
hypothesis at 5 % los ?

Sol: Let i4 and g5 be the means of the two populations

Given ny =125, n, =75 and ¥; = Mean of men = 400 , ¥, = Mean of women = 450
7y, =100 and @, = 150

i) Null Hypothesis Hy : 14 = i,

i) Alternative Hypothesis Hy : i1 > ii; ( Right One Tailed test)

iii) Level of significance : @ = 0.05 (£, =1.645)

. o i,— &, _ 400-—450
iv) Test Statistic : £ . ;= O TS
WJng | omg 4 122 | 7=

B =]

80+ 300
=220 -2 - 5654

+/380  19.49
V) Conclusion: Since Z__,value < Z_ value , we accept Hy

Hence , we conclude that difference between the means are equal

11. The research investigator is interested in studying whether there is a significant difference in
the salaries of MBA grads in two cities. A random sample of size 100 from city A yields an
average income of Rs. 20,150 . Another random sample of size 60 from city B yields an
average income of Rs. 20,250. If the variance are given as ;> = 40,000 and

T, % = 32,400 respectively . Test the equality of means and also construct 95% confidence

limits.



Sol: Let x4 and i, be the means of the two populations
Given ny =100, n, =60 and x; = Mean of city A = 20,150, x, = Mean of city B = 20,250
g,% = 40,000 and &, = 32,400

i) Null Hypothesis Hy : iy = fis

i) Alternative Hypothesis Hy : pi4 # i, (Two -Tailed test)

iii) Level of significance : @ = 0.05 (£,=1.96)

. e _ &—#& _ 10,50- 20,250
iv) Test Statistic : £ ;= f ot e sam
W g 4 200 &0
_ 100
v 400 + 540
-0 45
30.66 3.26
V) Conclusion: Since Z,,;value > Z , value , we reject H,
Hence , we conclude that there is a significant difference in the salaries of MBA grades two

cities.
T

z
=~ 95% confidence interval istty - f, = (¥ — %3 )+ 1.96 N S
1 z

il ¥ o )
[40000 32400 A
*-.4' "S5 I — — (39.90, 160.09)
12. A die was thrown 9000 times and of these 3220 yielded a 3 or 4. Is this consistent with the
hypothesis that the die was unbiased?
Sol : Given n =9000
P = Population of proportion of successes

= (20,150 — 20,250) )+ 1.96

=P(gettinga3or4) =7+~ =-==03333
Q=1-P=0.6667
P = Proportion of successes of getting 3 or 4 in 9000 times = Ziiz =0.3578
i) Null Hypothesis Hy : The die is unbiased
i.e., Hy :P=0.33

if) Alternative Hypothesis H, : The die is biased

i.e., Hy : P #0.33 ( Two —Tailed test)

iii) Level of Significance : @ = 0.05 (£,=1.96)

p—F 0.3578—0.3333

IV) Test Statistic : Z.,; = I? = m =494
T T

v)Conclusion: Since Z_,,value > Z_ value, we reject H,

Hence , we conclude that the die is biased.

13. In a random sample of 125 cool drinkers , 68 said they prefer thumsup to Pepsi . Test the null
hypothesis P = 0.5 against the alternative hypothesis hypothesis P > 0.5?

. x &2
Sol: Givenn=125 , x=68and p T 0.544
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15.

Null Hypothesis Hy : P=0.5
Alternative Hypothesis H4 : P > 0.5( Right One Tailed test)

Level of Significance : & = 0.05 (£, =1.645)
gp—F _ 052205

Test Statistic : £,,;, = = =——==0.9839
h ) ((p.E)(o.5)
N T A 135

Conclusion: Since Z,,;value < Z_ value , we accept H,

A manufacturer claimed that at least 95% of the equipment which he supplied to a factory
conformed to specifications . An experiment of a sample of 200 piece of equipment revealed

that 18 were faulty .Test the claim at 5% los ?
Sol : Given n =200
Number of pieces confirming to specifications = 200-18 =182

182
205~ 0-91

-~ p = Proportion of pieces confirming to specification =

P = Population proportion = = 2095
100
Null Hypothesis Hy : P = 0.95

Alternative Hypothesis Hy : P < 0.95( Left One Tailed test)

Level of Significance : @ = 0.05 (£, =-1.645)
p—P _ 0.91-0.95 _

Test Statistic : £_,; = e W 2.59
My 3 zoo

Conclusion: We reject Hy

Hence , we conclude that the manufacture’s claim is rejected.

Among 900 people in a state 90 are found to be chapatti eaters . Construct 99% confidence

interval for the true proportion and also test the hypothesis for single proportion ?
Sol: Given x =90, n =900

Andgq=1-p=0.9
|'*p__q i I| (0.1)(0.9)

Now [

Jn Ty s S 00

. . . = = T
Confidence interval is P = p £ Zz (/%)

ie, (0.1-0.03,0.1+0.03)
= (0.07,0.13)
Null Hypothesis Hy : P = 0.5
Alternative Hypothesis H, : P #0.5( Two Tailed test)

Level of Significance : @ = 0.01 (Z_,=258)
o—F 0.1-0.5

- | P g [oE xD.E
4 T 4 =00

Conclusion: Since |Z,,; lvalue > Z_ value , we reject H,
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Random samples of 400 men and 200 women in a locality were asked whether they would
like to have a bus stop a bus stop near their residence . 200 men and 40 women in favor of the
proposal . Test the significance between the difference of two proportions at 5% los ?

Sol: Let P, and P, be the population proportions in a locality who favor the bus stop

Given 1y = Number of men = 400
M5 = number of women = 200
x4 = Number of men in favor of the bus stop = 200

x5 = Number of women in favor of the bus stop 40

p =T 0L _F_ %0 1
"pl_n._ 200 2z &N p:_nz 200 &

Null Hypothesis Hy : Py = P,
Alternative Hypothesis Hy : P; &= P, ( Two Tailed test)
Level of Significance : @ = 0.05 (Z,=1.96)

Test Statistic : Z ., = I_*"-%p{_
,\J"i"-fffg_}
NPyt P,  x, +x 200 +a20 240 2
We hgie p.S _z;+n;h = +n2 ~ 2004200 600 5
3
q=1-p=¢
0.5—0.2

=7.07

T | g 1 1
J¢ D.4}|~E|.6}{—+—‘}

400 TOOD S

Conclusion: Since |Z,,; lvalue > Z_ value , we reject H,

Hence we conclude that there is difference between the men and women in their attitude
towards the bus stop near their residence.

A machine puts out 16 imperfect articles in a sample of 500 articles . After the machine is
overhauled it puts out 3 imperfect articles in a sample of 100 articles . Has the machine is
improved ?

Sol : Let P, and P, be the proportions of imperfect articles in the proportion of articles
manufactured by the machine before and after overhauling , respectively.

Given 14 = Sample size before the machine overhauling = 500

1, = Sample size after the machine overhauling = 100
x4 = Number of imperfect articles before overhauling = 16
x; = Number of imperfect articles after overhauling = 3

Xy 16 _

“P1=00T Soo

_w_ 3 _
0.032 and p, = n 100 0.03

Null Hypothesis Hy : Py = P,
Alternative Hypothesis Hy : Py = P, ( Leftone Tailed test)
Level of Significance : @ = 0.05 (£, =1.645)

Test Statistic : Z__, = —=—22—
Jralats)



_ My Py thg Py Xy tayg _ﬂ— E—
We have p = nytrig - n, +ny T So0+100 0 s00 0.032
g=1-p= 0.968
B 0.032 —0.03
[ omey L.t
4 u}.uag}gu.aas}[m +._DD_}
0.002
To1s - 0.104
V)  Conclusion: Since |Z_;|value < Z_ value , we accept Hy

Hence we conclude that the machine has improved.

18. In an investigation on the machine performance the following results are obtained .

No# of units inspected No# of defectives
Machine 1 375 17
Machine 2 450 22

Test whether there is any significant performance of two machines at & = 0.05

Sol: Let P, and P, be the proportions of defective units in the population of units inspected in
machine 1 and Machine 2 respectively.

Given 14 = Sample size of the Machine 1 = 375
1, = Sample size of the Machine 2 = 450

x; = Number of defectives of the Machine 1 =17
x5 = Number of defectives of the Machine 2 =22

RN i _my 22
Py = ny 375 0.045 and p, = Ty - B 0.049
D) Null Hypothesis Hy : Py = P,

i) Alternative Hypothesis Hy : Py # P, (Two Tailed test)
iii) Level of Significance : @ = 0.05 (Z,=1.96)

iv)  Test Statistic: Z__, = —=—F=_
'\!qul::i-l-i]

Ny Pytigp,  x, tx, 17422 39

We have p = 'H;ME = niin, _375t40 825 =0.047

g=1-p=1-0.047 =0.953

0. 045 —0.049

,d'l (0.047)(0.953) [ ——+—)

“ETS 45D/

=- 0.267
V) Conclusion: Since |Z,,;lvalue < Z_ value , we accept H,
Hence we conclude that there is no significant difference in performance of machines.

19. A cigarette manufacturing firm claims that its brand A line of cigarettes outsells its
brand B by 8% . If it is found that 42 out of 200 smokers prefer brand A and 18 out of another
sample of 100 smokers prefer brand B . Test whether 8% difference is a valid claim?
Sol: Given 114 = 200



1, =100
x4 = Number of smokers preferring brand A= 42

x5 = Number of smokers preferring brand B = 18

wp, =T A2 _ % _ 18 _
--pl—n‘_ 200 = 0:21 andpg—?22 oo — 018

and P,- P,=8%=0.08

20.

Null Hypothesis Hy : Py- P,= 0.08
Alternative Hypothesis Hy : P, - P, # 0.08 (Two Tailed test)

Level of Significance : @ = 0.05 (£,=1.96)
— ipa— pg)—(B — By}

Test Statistic : Z_,;

S
‘\lpq[ﬂ:+ﬂz}
_np,tnap, _ x,tx, 42418 60
We have p= ng4n,  m,4n, 2004100 300 0.2
g=1-p=1-0.2=0.8
(0.21-0.18) —0.02
Ecﬂ!_ [ { o a }
§ @D G,
— .05
= =-1.02
0.0425

Conclusion: Since |Z_;lvalue < Z_ value , we accept H,

Hence we conclude that 8% difference in the sale of two brands of cigarettes is a valid
claim.

In a city A, 20% of a random sample of 900 schoolboys has a certain slight physical defect .
In another city B ,18.5% of a random sample of 1600 school boys has the same defect . Is the
difference between the proportions significant at 5% los?

Sol: Given 1y = 900

15 = 1600
x4 = 20% of 900 = 180
x5 = 18.5% of 1600 = 296

x, _ 1B0 xy 296
P = n,  S00 0.2 and p; = n, 1600

=0.185

Null Hypothesis Hy : Py = P,
Alternative Hypothesis Hy : Py # P, (Two Tailed test)
Level of Significance : @ = 0.05 (Z,=1.96)

Test Statistic : Z,.,; = Py~ pa)

Jralt)

We have p = 222ei7aPs _ ZaT¥p _ 928 _ 2R g
n, +ng n, +ng  F00+1600 2500 )

q=1-p=1-0.19=081




0.2—-0185

£ =
cizl 'I'ﬁ19}|'ﬁ81}{‘;+ i ‘}
' LS00 LED0
— 0015
= =-0.918
0.01634
V) Conclusion: Since |Z__;lvalue < Z_ value , we accept H,

Hence we conclude that there is no significant difference between the proportions.

SMALL SAMPLES

INTRODUCTION: When the sample size n < 30, then if is referred to as small samples. In
this sampling distribution in many cases may not be normal ie., we will not be justified in
estimating the population parameters as equal to the corresponding sample values.

DEGREE OF FREEDOM: The number of independent variates which make up the statistic
is known as the degrees of freedom (d.f) and it is denoted by %.

FOR EXAMPLE: If x4 + x5 + x5 = 50 and we assign any values to two os the variables

(say X1,X2 ), then the values of xs will be known. Thus, the two variables are free and
independent choices for finding the third.

In general, the number of degrees of freedom is equal to the total number of
observations less the number of independent constraints imposed on the observations.

FOR EXAMPLE, in a set of data of n observations, if K is the number of independent
constraints then? = n — k

STUDENT’S t-DISTRIBUTION OR t-DISTRIBUTION:

Let X be the mean of a random sample of size n, taken from a normal population having the
|:_|5;"[—
e

mean u and the variance 2, and sample variance S*=%, —T, then

t= ; £ is a random variable having the ¢ — distribution with @ = n — 1 degrees of freedom.

i~

PROPERTIES OF £t — DISTRIBUTION:

1. The shape of t —distribution is bell shaped, which is similar to that of normal distribution and is
symmetrical about the mean.



2. The mean of the standard normal distribution as well as £ —distribution is zero, but the variance
of t —distrubution depends upon the parometer i which is called the degrees of freedom.

3. The variance of t —distribution exceeds 1, but approaches 1 as n — ca.

t Distribution

The t-distribution is used when 7 is small and ois unknown.

t distribution with oo
degrees of freedom

Standard normal

dlStI‘lbuthI‘l\.

t distribution with 20
degrees of freedom

«—t distribution with 10
degrees of freedom

APPLICATIONS OF t - DISTRIBUTIONS:

1. To test the significance of the sample mean, When population variance is not given:
Let X be the mean of the sample and n be the size of the sample ‘@’ be the standard deviation of

the population and & be the mean of the population.

Then the student t — distribution is defined by the statistic
t= x-;# if s is given directly

wW—1

i -
If ‘o' is unknown, then t = =~ where

N~




ez
sr=pil
n—1

o - _ o S _ S
Note : Confidence limits for mean p=x + t_( XN’E) orp=x 1t Xw.,"n — 1)

2. To test the significance of the difference between means of the two independent
samples :

To test the significant difference between the sample means x, and x,of two independent
samples of sizes nyand nz, with the same variance .

We use statistic

‘= :r'._‘—fz‘ _______ (1) where
'—‘ﬂii"'i}
_1 Ex'-,f: = Ex" and
g =
2 1 B %)

il PXCIE VR AC R

2
OR S*=——[(ny57) + (n,53)]

Ry THgy— <

Where s; and s, are sample standard deviations.

Note: Confidence limits for difference of means : gy, — u, = (%, — %)

T, (,JTFJ)

Paired t- test ( Test the significance of the difference between means of two dependent
samples) :

Paired observations arise in many practical situations where each homogenous experimental
unit receives both population condition.

FOR EXAMPLE: To test the effectiveness of ‘drug’ some // person’s blood pressure is
measured before and after the intake of certain drug. Here the individual person is the
experimental unit and the two populations are blood pressure “before” and “after” the drug is
given

Paired t-test is applied for n paired observations by taking the differences didz ------ dn of the
paired data. To test whether the differences d; from a random sample of a population with
mean L.

a

-— whered = ie d; and s* = ﬁﬂ[d — 5)2

o=

W

t =




Problems:

1. A sample of 26 bulbs gives a mean life of 990 hours with a S.D of 20 hours. The
manufacturer claims that the mean life of bulbs is 1000 hours . Is the sample not upto the
standard?

Sol: Given n =26

=

P[’:

990

1000 and S.D i.e., s =20

Null Hypothesis : Hy : & = 1000

Alternative Hypothesis: Hy : i < 1000( Left one tailed test)

(Since it is given below standard)
Level of significance : @ = 0.05

t tabulated value with 25 degrees of freedom for left tailed test is 1.708

Test Statistic : t o= —rt = i = _ 25

N =

Conclusion: Since |t ;| value > t_ value , we reject H,

Hence we conclude that the sample is not upto the standard.

2. A random sample of size 16 values from a normal population showed a mean of 53 and sum
of squares of deviations from the mean equals to 150 . Can this sample be regarded as taken
from the population having 56 as mean ? Obtain 95% confidence limits of the mean of the
population.?

Sol: a) Givenn =16

X =

53

p =56 and E(x; — )2 = 150

~ 5

a _ Flx—2)T 150
— L

=—=10 =}S:1~,"'ﬁ

n—1 15

Degrees of freedom ¥ = n-1 = 16-1 =15

Null Hypothesis Hy : 1 = 56

Alternative Hypothesis H, : i % 56 (Two tailed test )

Level of significance : @ = 0.05

t tabulated value with 15 degrees of freedom for two tailed test is 2.13

.- E— 5E3-56
Test Statistic : t ;= —— = =—3.79

5l

-2

Al

(L}

'\'."H L)

Conclusion: Since |t .,;| value > t, value , we reject Hy

Hence we conclude that the sample cannot be regarded as taken from population.
b) The 95% confidence limits of the mean of the population are given by
T4ty —=53%213%0.79

V
=53 + 1.6827

=54.68 and 51.31
- 95% confidence limits are( 51.31, 54.68 )



3. A random sample of 10 boys had the following 1.Q’s : 70, 120,110, 101,88, 83,95,98,107 and

100.
a) Do these data support the assumption of a population mean 1.Q of 100?
b) Find a reasonable range in which most of the mean 1.Q values of samples of 10 boys lie

Sol: Since mean and s.d are not given

We have to determine these

X X—X (x —%)?
70 -27.2 739.84
120 22.8 519.84
110 12.8 163.84
101 3.8 14.44
88 9.2 84.64
83 -14.2 201.64
95 2.2 4.84

98 0.8 0.64
107 9.8 96.04
100 2.8 7.84

Zx = 72 Z[x— x)? = 1833.60

_ 972
Mean , € = Iz 32 _97.2and
n 10
! .2 1833.6
S _n—lztx_x] T 5

- S=+203.73 =14.27

)] Null Hypothesis Hy : 12 =100
ii) Alternative Hypothesis H, : £ = 100 (Two tailed test )
iii) Level of significance : @ = 0.05
t tabulated value with 9 degrees of freedom for two tailed test is 2.26

. .. F— 57.2—100
iv)  TestStatistic:t q;= 5 = —mm— = — 0.62
= e
V) Conclusion: Since |t ;| value < t, value , we accept H,

Hence we conclude that the data support the assumption of mean 1.Q of 100 in the
population.



b) The 95% confidence limits of the mean of the population are given by
T £ tg05 == 9721 226X 4512
J
=97.2+10.198
=107.4 and 87
- 95% confidence limits are( 87, 107.4)

4. Samples of two types of electric bulbs were tested for length of life and following data were

obtained
Type 1 Type 2
Sample number ,n, =8 n, =7
Sample mean , x; = 1234 X, =1036
Sample S.D , 54= 36 55=40

Is the difference in the mean sufficient to warrant that type 1 is superior to type 2 regarding
length of life .
Sol: i) Null Hypothesis Hy : The two types of electric bulbs are identical

ie., Hy py =ty
i) Alternative Hypothesis H : g4 # i,

E,— g

s ‘;+';_}

Yy My Mg

iii) Test Statistic : t.,; =

;"z.s'._"+;~z._s'._1

Where 5% ==

A
T B+7-2

1234 — 1036
. 9.39

ny g

(8(36)* + 7(40)*) = 1659.08

= —
ﬁ'msa.us[?;_}

iv)Degrees of freedom = 8+7-2 =13 ,tabulated value of t for 13 d.f at 5% los is 2.16
v)Conclusion: Since |t .| value > t, value, we reject Hy

Hence we conclude that the two types 1 and 2 of electric bulbs are not identical .

5. Two horses A and B were tested according to the time to run a particular track with the
following results .

Horse A 28 30 32 33 33 29 34

Horse B 29 30 30 24 27 29

Test whether the two horses have the same running capacity

Sol: Givenmy =7 , 1, =6

We first compute the sample means and standard deviations

X = Mean of the first sample :% (28+30+32+33+33+29+34)

-1 e

(219) = 31.286



— 1
¥ = Mean of the second sample = z (29+30+30+24+27+29)

=-(169) = 28.16

x x — (x— x)° y y— 3 (v— 7)°

28 - 10.8 29 0.84 0.7056
3.286

30 - 1.6538 30 1.84 3.3856
1.286

32 0.714 0.51 30 1.84 3.3856

33 1.714 2.94 24 -416 17.3056

33 1.714 2.94 27 -1.16 1.3456

29 z 5.226 29 0.84 0.7056
2.286

34 2.714 7.366

Zx=21 Z(x— x)¥ =314 » y(=16 Z(}r— )% = 26.83

Now §%=——[(Z(x— ©)* + Z(v — )]

Hy g, —1
1
=7 [31.4358 + 26.8336]

1

= —(58.2694)

=5.23

—_—

~S=4/523 =23

i) Null Hypothesis Hy: 4 = it
ii) Alternative Hypothesis Hy : fty # [
iii) Test Statistic : t_,; = I;f“
5 .Il.r;'l';
4 Ty Tlg
B 31.286 — 28.16 B
= T = 2.443
2.3 (‘\Il? + E)
B tEE: = 2443

iv)Degrees of freedom = 7+6-2 =11
Tabulated value of t for 11 d.f at 5% los is 2.2

Conclusion: Since |t ;| value > t, value , we reject H,



Hence we conclude that both horses do not have the same running capacity.

6. Ten soldiers participated in a shooting competition in the first week. After intensive training
they participated in the competition in the second week . Their scores before and after training
are given below :

Scores 67 24 57 55 63 54 56 68 33 43

before

Scores 70 38 58 58 56 67 68 75 42 38
after

Do the data indicate that the soldiers have been benefited by the training.
Sol: Givenny =10, 1, =10

We first compute the sample means and standard deviations

& = Mean of the first sample = 1—15 (67 + 24 + 57 +55+63+54+56+68+33+43)

1
= —(520) = 52

1

¥ = Mean of the second sample = = (70+38+58+58+56+67+68+75+42+38)

1 —
= (570) = 57

x x— ¥ (A&x)” y y— ¥ (y— ¥)°
67 15 225 70 13 169
24 -28 784 38 -19 361
57 5 25 58 1 1

55 3 9 58 1 1

63 11 121 56 -1 1

54 2 4 67 10 100
56 4 16 68 11 121
68 16 256 75 18 324
33 -19 361 42 -15 225
43 -9 81 38 -19 361

Zx=52l] Z(x— %)? = 188 Z}r=5?ﬂ Z[}r— 7)? = 166

Now §2 = ——[(Z(x — ©)* + Z(v — )]

ny trg—2

= = [1882 + 1664]



1
= —(3546)

=197
=S =v197 = 14.0357

i) Null Hypothesis Hy: 4 = i,
i) Alternative Hypothesis H; : 4 < i, (Left one tailed test)
- Fy

_‘.'*Jl [1%+

iii) Test Statistic : t.; = g
!

T
52 —57
)

[1 1

14.0357 (*qlﬁ + 10

=3¢ — _0.796
18

o tyg =-0.796

iv)Degrees of freedom = 10+10-2 =18
Tabulated value of t for 18 d.f at 5% los is -1.734

Conclusion: Since |t ;| value < [t_| value , we accept H,

Hence we conclude that the soldiers are not benefited by the training.

7. The blood pressure of 5 women before and after intake of a certain drug are given below:

Before 110 120 125 132 125
After 120 118 125 136 121
.Test whether there is significant change in blood pressure at 1% los?
Sol Givenn=5
i) Null Hypothesis Hy: fit4 = it
i) Alternative Hypothesis H; : 14 < 5 (Left one tailed test)
i) Test Statistic £, = —
fm
where d = zd and 5% =iz[d — 5)2
n n—1
B.P before training | B.P after training = y—x d—d [d _ 5)9
110 120 10 8 64
120 118 -2 -4 16
123 125 2 0 0
132 136 4 2 4




125 121 -4 -6 36

Zdzm Y(d - d)°

120

120

— 10 2 3
~d —;—Zands == =30
~S=5477

d 2
tcrﬂzsf :W =0.862
""\-"; _.'_v-g

iv) Degrees of freedom = 5-1=4

Tabulated value of t for 4 d.f at 1% los is 4.6

Conclusion: Since |t ;| value < [t | value , we accept H,

Hence we conclude that there is no significant difference in Blood pressure after intake of a
certain drug.

8. Memory capacity of 10 students were tested before and after training . State whether the
training was effective or not from the following scores.
Sol : i) Null Hypothesis Hy: ity = i,

i) Alternative Hypothesis Hy : iy < it (Left one tailed test)

L' d
iii) Test Statistic t.,; = 3

g—2d z__1 7)2
whered = — and S —EZ[d—d)

Before(x) | After(y) |d= y—=x |d?
12 15 -3 9
14 16 -2 4
11 10 1 1
8 7 1 1
7 5 2 4
10 12 -2 4
3 10 -7 49
0 2 -2 4
5 3 2 4




—12

d= o =-1.2

84— (—1.2)%x%10
5% = =773

9
~S=278
4 -1.2

Lo = = = T.78; =-1.365andd.f=n-1=9

"'\."E "'\.‘ﬁ

Tabulated value of t for 9 d.f at 5% los is 1.833

Conclusion: Since |t ;| value < |t_| value , we accept H,

Hence we conclude that there is no significant difference in memory capacity after the
training program.

CHI-SQUARE y* TEST

Chi square distribution is a type of cumulative probability distribution . probability
distributions provide the probability of every possible value that may occur . Distributions
that are cumulative give the probability of a random variable being less than or equal to a
particular value. Since the sum of the probabilities of every possible value must equal one ,
the total area under the curve is equal to one . Chi square distributions vary depending on the
degrees of freedom. The degrees of freedom is found by subtracting one from the number of
categories in the data .

Degrees of freedom
k=1
— k=2
k=13
l].l-'\ —_— k=4
\ — k=0
—_— k=1

0.14 ~

.0 " ; ' =
0 1 2 3 4 5 6 7 &8 7



Applications of Chi — Square Distribution:
Chi — Square test as a test of goodness of fit :

x> test enables us to ascertain how well the theoretical distributions such as

binomial, Poisson, normal etc, fit the distributions obtained from sample data. If the
calculated value of x?Zis less than the table value at a specified level of generally 5%

significance, the fit is considered to be good.

If the calculated value of »* is greater than the table value, the fit is considered to be poor.
i) Null hypothesis: H, : There is no difference in given values and calculated values

ii)Alternative hypothesis: H, : There is some difference in given values and calculated
values

(o-E)*
E

iii) Test Statistic y* =X

iv)At specified level of significance for n-1 d.f if the given problem is binomial distribution
At specified level of significance for n-2 d.f if the given problem is Poisson distribution

v)Conclusion :If ¥*__, value < 0 . value, then we accept H, , Otherwise reject H.

2. Chi- Square test for independence of attributes :

Definition : An attribute means a quality or characteristic
Eg: Drinking, Smoking, blindness, Honesty, beauty etc.,

An attribute may be marked by its presence or absence in a number of a given population.
Let us consider two attributes A and B.

A is divided into two classes and B is divided into two classes. The various cell frequencies
can be expressed in the following table known as 2x2 contingency table.

a |b |atb
A
c |d |ced atc b+d  N=at+b+c+d
The expected frequencies are given by
b
E(q) = (a+c)atb)
N
b b

E(b) = (b+c)a+b)

N



(a+c)(c+d)

E(c) = N
E(d) = (b+d)(c+d)
N

: =Y (0—E)?
X = - =
cal E

x*__, value to be compared with x*  value at 1% (5.1 or10%) level of significance for

(r-1) (c-1) d.f where r- number of rows
c-number of columns.

Note: In y? distribution for independence of attributes, we test if two attributes A and B are
independent or not.

i)Null Hypothesis: H;: The two attributes are independent

ii) Alternative hypothesis: H, : The two attributes are not independent

0 — E)?
iii) Test Statistic xz“l = Z %

Row total x Column total

where E = Grand total

iv)At specified level of significance for (m-1) (n-1) d.f where m- no. of rows and n- no. of
columns

v)Conclusion : If x* _ value<y*® _ value, then we accept Hy , Otherwise reject H,

Problems :

1. Fit a Poisson distribution to the following data and test for its goodness of fit at 5% los

X 0 1 2 3 4

f 419 352 154 56 19

Sol:




0 419 0
1 352 352
2 154 308
3 56 168
4 19 76
N=1000 Z fx =904
Mean 4= 2% = 2% = 9 904

Theoretical distribution is given by

E—l x

= N x p(x) = 1000 x

!

Hence the theoretical frequencies are given by

X 0 i 2 B 4 Total
f=1000 x 406.2 366 165.4 49.8 12.6 1000
E—lix
Since Given frequencies total is equal to Calculated frequencies total.
To test for goodness of fit:
i) Hy : There is no difference in given values and calculated values
ii) H, : There is some difference in given values and calculated values
i) 2, = £
0 E (0—E)* (0 - E)*
E
419 406.2 (419 — 406.2)° (419 — 406.2)°
406.2
352 366 (352 — 366)° (352 — 366)°
366
154 165.4 (154 — 165.4)2 (154 — 165.4)
165.4




56 49.8 (56 — 49.8)" (56 — 49.8)°
49.8
19 12.6 (19 — 12.6)° (19 —12.6)°
12.6
(0-E)* _
L———=5748

Degrees of freedom =5-2=3

szb at 5% LOS =7.82
i 2 2
Since y°__ value< y*  ,weaccept H, .

3. Adie is thrown 264 times with following results. Show that the die is biased [ Given quus =

11.07 for 5 d.f]
No. appeared on de 2 3 4 5 6
the die
Frequency 40 32 28 58 54 52

Sol: i) Hy : The die is unbiased

ii) Hy: The die is not unbiased

(o-E)*
E

iiisz cal = E

264
£

The expected frequency of each of the number 1,2,3,4,5,6 is 44

Calculation of y?:

0 E (0—-E)* (0—-E)*
E

40 44 16 0.3636

32 44 144 3.2727

28 44 256 5.8181

58 44 196 4.4545




54 44 100 2.2727

52 44 64 1.4545

¥ (o-E)*

= 17.6362
X, =17.6362

The number of degrees of freedom =n-1=5

2 —
X oo = 11.07for5df

Since y?  value> y*  value, we reject Hy

Hence the die is biased

4. On the basis of information given below about the treatment of 200 patients suffering from
disease , state whether the new treatment is comparatively
Superior to the conventional treatment.

Treatment Favorable Not Favorable Total
New 60 30 90
Conventional 40 70 110

Sol: i) Hy : The two attributes are independent

i) H, : The two attributes are not independent

(0-E)?
iii) xzml = ZT

Fow total x Column total

where E = Grand total
90 x 100 90 x 100 90
— =45 — =45
200 200
100x 110 100=110 11
—— =155 —— =1E55
200 200
100 100 200

Calculation of y?:

O E (0—E)? (0 - E)?

60 45 225 5




30 45 225 5
40 55 225 4.09
70 55 225 4.09
¥y (o-g)% 18.18
E - .
sz = 18.18

x>  forld.f.at5% losis 3.841
tab

since y* _ value> y* value, we reject Hy

Hence we conclude that new and conventional treatment are not independent.

SNEDECOR’S F- TESTOF SIGNIFICANCE:

The F-Distribution is also called as VVariance Ratio Distribution as it usually defines the
ratio of the variances of the two normally distributed populations. The F-distribution got its
name after the name of R.A. Fisher, who studied this test for the first time in 1924.

Symbolically, the quantity is distributed as F-distribution with and degrees of freedom

¥, = n, —1land 4,

Greater Variance

cal

Where,

5% is the unbiased estimator of 612 and is calculated as: S, =

Smaller Varinace

n, — 1 is represented as:

5,7 is the unbiased estimator of 22 and is calculated as: S,* =

n, 5,0 1 — 2
n:_—_i - n,—1 E[:xl_ xlj

o 1 Yk, X3)?

ng —1 ng—1

To test the hypothesis that the two population variances o, and o, are equal

i) Hy: '312 = “22




i) Hy:0,° # 0,°

__ Greater Variance
iii) Foy = ————

Smaller Varinace

iv)At specified level of significance ( 1% or 5 %) for (8,,8,) d.f

V) If F,

cal

value < F,_,, value, then we accept H, , Otherwise reject H,,.

F__,(9;,8,) is the value of F with 9, and 3, degrees of freedom such that the area under the

F — distribution to the right of F, is a.

1.6 -
1.4
e F (90, 110}
1.2 e F( 0, 900}
—F(50, 50)

0.3 1

0.6 -

0.4 -

n.z

Problems:

1. In one sample of 8 observations from a normal population, the sum of the squares of
deviations of the sample values from the sample mean is 84.4 and in another sample of 10
observations it was 102.6. Test at 5% level whether the populations have the same

varience.

Sol: Let o;* and &,* be the variances of the two normal populations from which the
samples are drawn.

Let the Null Hypothesis be Hy: 0,% = o,



Then the Alternative Hypothesis is Hy: 0,° # o,°
Here n, = 8,n, = 10
Also Z(x, —%)* =844, X(y, — ¥)* = 102.6

If 5, 2andS5,? be the estimates of o;* and @, then

. 1 844
5,2 = Z(xi —§)?=""=12057
n,—1 7
and
" 1 . 1026
S =—— ) -F = =114
e 9

Let Hy be true. Since 5,% = 5,7, the test statistic is

5% 12.057
F= == =
5 11.4

= 1.057

i.e., calculated F = 1.057.

Degrees of freedom are givenby vy =n; —1=8—-1=7and
Vg =T12_-l =1 —-1=9

Tabulated value of F at 5% level for (7,9) degrees of freedom is 3.29
i.e.,F.}..}E(?,Q} = 3.29

Since calculated F = tabulated F, we accept the Null Hypothesis H and conclude
that the populations have the same variance.

2.The time taken by workers in performing a job by method | and method I1 is given below:

Method | 20 16 26 27 23 22 -

Method 11 27 33 42 35 32 34 38

Do the data show that the variances of time distribution from population from which these
samples are drawn do not differ significantly?

Sol: Let the Null Hypothesis be Hy: ,* = ,* where o, and a, are the variances of the
two populations from with the samples are drawn.

The Alternative Hypothesis is Hy: 0,° # o,°.

Calculation of sample variances.



x x—x (x — x)° ¥ y—¥ (v — ¥)°
20 -2.3 5.29 27 -1.4 54.76

16 -6.3 39.69 33 -1.4 1.96

26 3.7 13.69 42 7.6 57.76

27 4.7 22.09 35 0.6 0.36

23 0.7 0.49 32 -2.4 5.76

22 -0.3 0.09 34 -0.4 0.16

38 3.6 12.96
134 81.34 241 133.72

Givenny, = 6,n, =7

x 134 y 241
.-.:E=Z—=—= 22.3,§=Z” = g ga
Ty 6 Mg 67

AndX(x; — ©)* =81.34,X(y, — 7)* = 133.72

If 5,2ands,? be the estimates of &, and o, then

- 1 . 9134
5= Z[xt—x]‘ — = [
and
o 1 L =133.72
= Z(F" Ly = = 2229
2 n,—1 6
Let H, be true
Since 5,7 > 5,7, the statistic is
z P
F=2 =25 _43699=137
5, 16.268

PD.DE(SJE"} d.f = 439

Since calculated F < tabulated F , we accept the null hypothesis H; at 5% los i.e., there is no
significant difference between the variances of the distribution by the workers.
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